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1
IT security Program policy, authority, and applicability
 

1.1
What is the purpose of this policy?

This document specifies and explains the Department of Commerce (DOC) Information Technology (IT) security program requirements and provides minimum mandatory standards for 

the implementation of IT Security Programs within DOC.  It incorporates by reference the requirements of Public Laws, Federal and Departmental regulations listed in Appendix A, IT Security Laws and Federal Regulations.

 

The DOC IT Management Handbook, authorized by Department Administrative Order (DAO) 200-0, incorporates this IT Security Program Policy and thereby provides the IT Security Program Policy the same force and effect of a DAO.  This policy establishes the foundation of comprehensive rules and practices that regulate access to an organization’s IT systems and the information processed, stored, and transmitted by them.  Good policy protects not only information and systems, but also individual employees and the organization as a whole.  As such, this policy represents the Department’s strong commitment to IT security.

 

The DOC IT Security Program Manager will review this policy annually and update it as necessary.  Operating units may provide feedback at any time for incorporation into the next scheduled update.

 

1.2 To whom and to what does this policy apply?

This policy applies to all DOC operating units and employees (federal and contractor), guest researchers, collaborators, and others requiring access to the hardware and software components that constitute DOC’s IT automated information systems.  It also applies to all DOC systems, both national and non-national security systems used to carry out the DOC mission.  For example, it applies to desktop PC workstations, laptop computers and other portable devices, servers, network devices, office automation equipment (such as copiers and fax machines with communication capabilities), whether or not they are DOC -owned or leased or contractor-owned and operated on behalf of DOC.  The terms of IT procurements that involve system access by contractors must explicitly address this policy (see section 5.5.2).  In addition, before implementing this policy, offices with bargaining units must meet labor relations obligations with those units.

 

1.3
What is the DOC IT Security Program management structure?

The DOC IT Security program management structure establishes the required framework of security controls that ensures the inclusion of security in the daily operation and management of DOC IT resources.  The DOC IT Security Program management structure provides a foundation for effectively managing the confidentiality, integrity, and availability of the information and the information systems supporting the diverse missions of the DOC.  See IT Security Roles and Responsibilities for details on the roles and responsibilities specified for all DOC employees (federal and contractor) included in the program management structure.

 

1.4
How do DOC requirements for IT resource security apply for processing performed at contract facilities or at other Government agencies?

All requirements in this policy apply equally to DOC-operated resources and resources at contract facilities and other government agencies that support DOC requirements, through the documentation of security agreements in contract terms, as well as Memoranda of Agreement and Interconnection Security Agreements (see section 6.4 of this policy).  The physical location of the resource has no impact on the applicability of security requirements.  In the case where processing may occur at contractor or other Government facilities, systems must be suitably certified and accredited by the other agency in accordance with this policy.

 

1.5
What if requirements of the DOC IT Security Program Policy and Minimum Implementation Standards cannot be met?

With the diverse nature of today’s information systems, organizations may find it necessary, on occasion, to specify and employ compensating security controls.  A compensating security control is a management, operational, or technical control (i.e., safeguard or countermeasure) employed by an organization in lieu of a recommended control in the low, moderate, or high baselines described in NIST Special Publication 800-53, which provides equivalent or comparable protection for an information system.  For example, an organization with significant staff limitations may have difficulty in meeting the separation of duty security control but may employ compensating controls by strengthening the audit and accountability controls and personnel security controls within the information system.  A compensating control for an information system may be employed by an organization only under the following conditions: (i) the organization selects the compensating control from the security control catalog in NIST Special Publication 800-53; (ii) the organization provides a complete and convincing rationale and justification in the IT system security plan for how the compensating control provides an equivalent security capability or level of protection for the information system; and (iii) the organization assesses and formally accepts the risk associated with employing the compensating control in the information system.  The use of compensating security controls should be reviewed, documented in the system security plan, and approved by the authorizing official for the information system. 
System Owners/Program Managers must identify any proposed deviations from the mandatory practices of this policy and request a waiver in writing through Operating unit Chief Information Officers (CIOs) from the DOC IT Security Program Manager.  Approved waivers must be documented as part of the appropriate IT system security plan(s) that cover the system(s) applicable to the waiver.  Identical systems under the same management authority and covered by one system security plan require only one waiver request.  Requests for an IT Security Program Policy Waiver must:

· cite the specific mandatory practice(s) for which the waiver is requested;

· explain the rationale for the requested waiver; and

· if applicable, describe compensating controls to be in place during the period of the requested waiver, until systems are compliant with this policy, and provide an action plan (including target dates) for compliance.

The transmission of requests may be secured in a manner commensurate with the risk of harm of disclosure of the content (i.e., control vulnerabilities).  The IT Security Program Manager must respond within 30 calendar days.  The decision letter must address the waiver decision – (1) approved and conditions for approval including expiration date, (2) denied and basis for the denial, or (3) additional information requested.  Operating unit Chief Information Officers may appeal the DOC IT Security Program Manager’s waiver decision in writing to the DOC Chief Information Officer.

1.6
What are the repercussions of not following this policy?

Violations of this policy may result in disciplinary action, including dismissal and legal action against the offending employee(s), contractors, or visitors, consistent with law and with DAO 202-751, Discipline, or contract terms as applicable.

1.7
How are the DOC IT Security Program Policy and Minimum Implementation Standards structured?
The DOC IT Security Program Policy and Minimum Implementation Standards specifies the DOC mandatory (denoted by the terms “must,” “will,” and “require”) and recommended (denoted by the terms “should” and “may”) management practices for DOC IT Security Programs.  It also encompasses DOC policy as well as minimum acceptable implementation standards by incorporating the best practices of the federal government and private industry.  Where references are provided for additional sources of information on these best practices, DOC IT security practitioners should place precedence on guidance that results in the most cost effective means to accomplish a task as it relates to the individual system and reflecting the resulting risk from harm if used or applied.

 

Issue-specific Process and Minimum Implementation Standards supplement the Program Policy to provide more detail of the specific mandatory procedures and the process that must be followed to implement the requirements within DOC.  For example, the DOC SEQ CHAPTER \h \r 1 standard for Password Management (see Appendix G) provides specific mandatory and recommended practices for effectively managing passwords within the Department.  Also, the DOC Remote Access Security Standard (see Appendix D) provides specific mandatory and recommended practices for implementing remote access effectively and securely within the Department.  These issue- and system specific implementation standards, included with the DOC IT Security Program Policy, which is incorporated into the DOC IT Management Handbook, also carry the force and effect of a Department Administrative Order (DAO).

 

DOC operating units may supplement the minimum requirements of this program policy and associated issue-specific standards with more stringent requirements based on the need for additional controls within the operating unit’s unique computing environment.  The minimum assurance requirements for security controls described in sections 3 through 19 of this policy are based on the recommendations of the National Institute of Standards and Technology (NIST) in Special Publication 800-53, Recommended Security Controls for Federal Information Systems.  The requirements are described by security control baseline (i.e., low, moderate, and high) since the requirements apply to each control within the respective baseline.  Using a format similar to security controls, assurance requirements are followed by supplemental guidance that provides additional detail and explanation of how the requirements are to be applied.

 

NIST Special Publication 800-53 notes that the security controls applied to a particular information system should be commensurate with the potential impact on organizational operations, organizational assets, or individuals should there be a breach in security due to the loss of confidentiality, integrity, or availability.  Federal Information Processing Standard (FIPS) 199, Standards for Security Categorization of Federal Information and Information Systems, requires organizations to categorize their information systems as low-impact, moderate-impact, or high-impact for the security objectives of confidentiality, integrity, and availability.  The potential impact values assigned to the respective security objectives are the highest values (i.e., high water mark) from among the security categories (SC) that have been determined for each type of information resident on those information systems.  NIST Special Publication 800-60, Guide for Mapping Types of Information and Information Systems to Security Categories, Volume I and Volume II, provides guidance on the assignment of security categories to information systems.  The generalized format for expressing the SC of an information system is:

SC information system= {(confidentiality, impact), (integrity, impact), (availability, impact)},

Where the acceptable values for potential impact are low, moderate, or high.

 

Since the potential impact values for confidentiality, integrity, and availability may not always be the same for a particular information system, the high water mark concept is used to determine the impact level of the information system for the express purpose of selecting an initial set of security controls from one of the three security control baselines defined in NIST Special Publication 800-53.  Thus, a low-impact system is defined as an information system in which all three of the security objectives are low.  A moderate-impact system is an information system in which at least one of the security objectives is moderate and no security objective is greater than moderate.  And finally, a high-impact system is an information system in which at least one security objective is high.  Once the overall impact level of the information system is determined, an initial set of security controls can be selected from the minimum controls recommended by NIST for low, moderate, or high baselines, which are described below.

 

Low Baseline 
Assurance Requirement: The security control is in effect and meets explicitly identified functional requirements in the control statement. 
Supplemental Guidance: For security controls in the low baseline, the focus is on the control being in place with the expectation that no obvious errors exist and that, as flaws are discovered, they are addressed in a timely manner. 

Moderate Baseline 
Assurance Requirement: The security control is in effect and meets explicitly identified functional requirements in the control statement.  The control developer/implementer provides a description of the functional properties of the control with sufficient detail to permit analysis and testing of the control.  The control developer/implementer includes as an integral part of the control, assigned responsibilities and specific actions to ensure that when the control is implemented, it will meet its required function or purpose.  These actions include, for example, requiring the development of records with structure and content suitable to facilitate making this determination. 
Supplemental Guidance: For security controls in the moderate baseline, the focus is on ensuring correct implementation and operation of the control.  While flaws are still likely to be uncovered (and addressed expeditiously), the control developer/implementer incorporates, as part of the control, specific capabilities and produces specific documentation to ensure the control meets its required function or purpose. 

High Baseline 
Assurance Requirement: The security control is in effect and meets explicitly identified functional requirements in the control statement.  The control developer/implementer provides a description of the functional properties and design/implementation of the control with sufficient detail to permit analysis and testing of the control (including functional interfaces among control components).  The control developer/implementer includes as an integral part of the control, assigned responsibilities and specific actions to ensure that when the control is implemented, it will continuously and consistently (i.e., across the information system) meet its required function or purpose and support improvement in the effectiveness of the control.  These actions include, for example, requiring the development of records with structure and content suitable to facilitate making this determination. 

Supplemental Guidance: For security controls in the high baseline, the focus is expanded to require, within the control, the capabilities that are needed to support ongoing consistent operation of the control and continuous improvement in the control’s effectiveness.  The developer/implementer is expected to expend significant effort on the design, development, implementation, and component/integration testing of the controls and to produce associated design and implementation documentation to support these activities.  For security controls in the high baseline, this same documentation is needed by assessors to analyze and test the internal components of the control as part of the overall assessment of the control. 

Additional Requirements Enhancing the Moderate and High Baselines 
Assurance Requirement: The security control is in effect and meets explicitly identified functional requirements in the control statement.  The control developer/implementer provides a description of the functional properties and design/implementation of the control with sufficient detail to permit analysis and testing of the control.  The control developer/implementer includes as an integral part of the control, actions to ensure that when the control is implemented, it will continuously and consistently (i.e., across the information system) meet its required function or purpose and support improvement in the effectiveness of the control.  These actions include requiring the development of records with structure and content suitable to facilitate making this determination.  The control is developed in a manner that supports a high degree of confidence that the control is complete, consistent, and correct. 
1.8
What are the elements that must be included in DOC IT Security Programs?

DOC requires that operating units comply with the recommendations of NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, to develop an acceptable control baseline for each IT system appropriate to the impact level of the system.  NIST SP 800-53 identifies the following control classes, families, and identifiers as shown in Table 1:

 
	CLASS 
	FAMILY 
	IDENTIFIER 

	Management 
	Risk Assessment 
	RA 

	Management 
	Planning 
	PL 

	Management 
	System and Services Acquisition 
	SA 

	Management 
	Certification, Accreditation, and Security Assessment 
	CA 

	Operational 
	Personnel Security 
	PS 

	Operational 
	Physical and Environmental Protection 
	PE 

	Operational 
	Contingency Planning 
	CP 

	Operational 
	Configuration Management 
	CM 

	Operational 
	Maintenance 
	MA 

	Operational 
	System and Information Integrity 
	SI 

	Operational 
	Media Protection 
	MP 

	Operational 
	Incident Response 
	IR 

	Operational 
	Awareness and Training 
	AT 

	Technical 
	Identification and Authentication 
	IA 

	Technical 
	Access Control 
	AC 

	Technical 
	Audit and Accountability 
	AU 

	Technical 
	System and Communications Protection 
	SC 


TABLE 1: SECURITY CONTROL CLASSES, FAMILIES, AND IDENTIFIERS 
 

To uniquely identify each control within the Families, a numeric identifier is appended to the Family identifier to indicate the number of the control within the Family.  This, RA-1 would represent control number 1 within the Risk Assessment Family.  Sections 3 through 19 of this policy outline the DOC policy and minimum implementation standards by control family.

1.9
When will this change to the policy become effective?

Although the policy is effective upon 30 days of issuance, and DOC encourages full compliance as soon as practical for the operating unit, the Department recognizes that new control requirements cannot be implemented overnight.  Therefore, it has established a phased implementation schedule for full compliance with new requirements or establishment of a Plan of Actions and Milestones (POA&M) that lays out the resources and milestones to achieve full compliance.  Except as noted below, Commerce expects that operating units shall be in full compliance with the new control framework within 6 months of the effective date of this policy change.  If operating units cannot achieve full compliance by the scheduled milestone, DOC requires that operating units establish a Plan of Actions and Milestones for each affected system and program that reflects the target compliance date.

	 

Control
	Control Identification Number
	 

Full Compliance by

	Authority and Applicability
	Not applicable
	Upon effective date

	Roles and Responsibilities
	Not applicable
	Upon effective date

	Program Framework
	Not applicable
	Upon effective date

	Risk Assessment (RA)
	RA-1, RA-2, and RA-5
	Within 6 months of effective date

	
	RA-3 
	1. New RA efforts initiated after effective date of this policy Change:  full compliance required.

2. Existing systems with completed C&A package that includes RA that meets DOC January 2003 policy:  full compliance required upon scheduled re-assessment (i.e., upon major modification or 3 years).

3. Existing systems undergoing re-assessment or new systems undergoing initial RA for which the effort was initiated before effective date of this policy Change:  It is the certification agent’s discretion whether to continue under the January 2003 methodology or to transition to the policy Change.  This determination will depend upon the status of the effort.

	
	RA-4 
	1. New RA efforts initiated after effective date of this policy Change:  full compliance required.

2. Existing systems with completed C&A package that includes RA that meets DOC January 2003 policy:  full compliance required upon scheduled re-assessment (i.e., upon major modification or 3 years).

3. Existing systems undergoing re-assessment or new systems undergoing initial RA for which the effort was initiated before effective date of this policy Change:  It is the Certification Agent’s discretion whether to continue under the January 2003 methodology or to transition to the policy Change.  This determination will depend upon the status of the effort.

	Planning 
	PL-1 through PL-5
	Within 6 months of effective date

	System and Services Acquisition 
	SA-1 through SA-11
	Within 6 months of effective date

	Certification, Accreditation, and Security Assessments 
	CA-1 
	1. New C&A efforts initiated after effective date of this policy Change:  full compliance required

2. Existing systems with completed, quality C&A package that meets DOC January 2003 policy:  full compliance required upon scheduled re-certification/re-accreditation (i.e., upon major modification or 3 years).

3. Existing systems undergoing re-certification/re-accreditation or new systems undergoing initial C&A for which the C&A effort was initiated before effective date of this policy Change:  It is the Certification Agent’s discretion whether to continue under the January 2003 policy or to transition to the policy Change.  This determination will depend upon the status of the effort.

	
	CA-2 through CA-7
	Within 6 months of effective date

	Personnel Security 
	PS-1 through PS-8
	Within 6 months of effective date

	Physical and Environmental Protection 
	PE-1 through PE-17
	Within 6 months of effective date

	Contingency Planning 
	CP-1 through CP-10
	Within 6 months of effective date

	Configuration Management 
	CM-1 through CM-7
	Within 6 months of effective date

	Maintenance 
	MA-1 through MA-6
	Within 6 months of effective date

	System and Information Integrity 
	SI-1 through SI-12
	Within 6 months of effective date

	Media Protection 
	MP-1 through MP-7
	Within 6 months of effective date

	Incident Response 
	IR-1 through IR-7
	Within 6 months of effective date

	Awareness and Training 
	AT-1 through AT-4
	Within 6 months of effective date

	Identification and Authentication 
	IA-1 through IA-7
	Within 6 months of effective date

	Access Control
	AC-1 through AC-20
	Within 6 months of effective date

	Audit and Accountability 
	AU-1 through AU-11
	Within 6 months of effective date

	System and Communications Protection 
	SC-1 through SC-19
	Within 6 months of effective date


2
IT Security Responsibilities
 

2.0.1
What are specific guidelines for managing individuals with security responsibilities at the DOC?

· The head of each operating unit or departmental office, in consultation with their servicing Office of Human Resource Management, shall ensure that each employee position in their operating unit or office, including services performed by contractors, is designated at the appropriate level of position sensitivity and/or risk in accordance with the DOC Security Manual, Chapter 10.  They must also ensure that this designation is clearly stated in the employee’s position description so that the DOC Office of Security (OSY) can perform suitable background investigations for individuals filling these positions. 

· Those individuals interacting with national security systems and information must obtain appropriate clearances through OSY before gaining access. 

· Foreign nationals will not be granted access to or perform critical sensitive duties on Department IT systems without appropriate background check, as defined by the DOC Security Manual, Chapter 16.

· Where feasible, the appropriate system owner and Chief Information Officer will separate sensitive duties to preclude any one individual from gaining the opportunity to adversely affect any system.  The operating unit’s ITSO will ensure that system owners define procedural checks and balances for personnel security in system security plans and enforce these controls so accountability is established and security violations are detectable.

· All of the responsibilities in this policy apply equally to services performed by contractor personnel.

 

2.0.2
How can I best assign security responsibilities in my organization?

Heads of operating units must assign responsibilities based on management responsibility.  The certification and accreditation process includes assigning responsibility to those who already bear the program responsibility and have budgetary control (whether they know it or not).  Also, be sure when assigning responsibilities to provide for separation of duties.  Finally, examine the interdependencies and interconnection of any given IT resource and be sure to provide sufficient supervision and management coordination among system owners.  (This is usually best supervised at the highest management level.)

 

2.1
IT Security Roles and Responsibilities
2.1.1
What are the responsibilities of the Department Head?

In accordance with FISMA, the Secretary of Commerce must

· Ensure that DOC has an established IT Security Program that 

· provides information security protections commensurate with the risk and magnitude of the harm resulting from unauthorized access, use, disclosure, disruption, modification, or destruction of information and information systems;

· complies with FISMA; and

· ensures that information security management processes are integrated with agency strategic and operational planning processes.

· Ensure that senior agency officials provide information security for the information and information systems that support the operations and assets under their control by communicating the importance of IT security in the Department’s mission statements and directing operating unit heads to provide adequate resources to protect data and systems within the operating unit in accordance with the DOC IT Security Program; 

· Delegate to the agency Chief Information Officer the authority to ensure compliance with the requirements imposed on the agency under FISMA; 

· Ensure the agency has trained personnel to assist in complying with FISMA; and 

· Ensure that the Commerce CIO, in coordination with operating unit senior program officials, reports annually on the effectiveness of IT security programs within the Department, including the progress of remedial actions. 

 

2.1.2
What are the responsibilities of the Department’s CIO?

In accordance with FISMA, the Department’s CIO must

· Designate in writing a senior agency information security officer to execute the DOC IT Security Program for national and non-national security systems that includes 

· Developing and maintaining an agency-wide IT security program;

· Developing and maintaining IT security policies, procedures, and control techniques; 

· Training and overseeing personnel with significant responsibilities for information security with respect to such responsibilities; and

· Assisting senior agency officials concerning their FISMA responsibilities.

· Approve and issue DOC IT Security Program Policy and standards that establish a framework for an IT Security Program to be implemented by the DOC and its operating units; and 

· Monitor, evaluate, and report to the Deputy Secretary on the status of IT security within the Department. 

 

2.1.3
What are the responsibilities of the Department’s IT Security Program Manager (ITSPM)? 

The Department’s ITSPM carries out the function of senior agency information security officer as defined by FISMA.  In this capacity, the DOC ITSPM must coordinate with the Critical Infrastructure Protection Manager and DOC CIO and

· develop, document, and implement an agency-wide IT security program to provide information security for the electronic information and information systems that support the operations and assets of the agency, including those provided or managed by another agency, contractor, or other source, that includes— 

· Periodic assessments of the risk and magnitude of the harm that could result from the unauthorized access, use, disclosure, disruption of information and information systems that support the operations and assets of the agency; 

· Policies and procedures for DOC systems, to include developing related standards to be followed by all DOC operating units, and developing standards and practices to establish Commerce’s IT Security Program as an integral part of Commerce’s IT management program; 

· Subordinate plans for providing adequate information security for networks, facilities, and systems or groups of information systems, as appropriate; 

· IT security awareness training to inform personnel, including contractors and other users of information systems that support the operations and assets of the agency; 

· Periodic security test and evaluation of the effectiveness of information security policies, procedures, and practices, to be performed with a frequency depending on risk, but no less than annually; 

· A process for planning, implementing, evaluating, and documenting remedial action to address any deficiencies in the information security policies, procedures, and practices of the agency; 

· Procedures for detecting, reporting, and responding to security incidents, consistent with standards and guidelines; and 

· Plans and procedures to ensure continuity of operations for information systems that support the operations and assets of DOC. 

· Ensure IT security is included in the DOC Strategic IT Planning and Enterprise Architecture efforts;

· Monitor and evaluate the status of the DOC IT security posture by performing annual compliance reviews of operating unit IT Security Programs and system controls (including reviews of IT system security plans, risk assessments, certification and accreditation processes, and others);

· Advise the DOC CIO and operating unit CIOs of technological IT security advances that can be used on a Department-wide scale and provide reduced costs for IT security efforts;

· Report to the DOC CIO and external entities, such as OMB, GAO, and Congress, on IT Security Program status within the Department;

· Provide IT security guidance and technical assistance to all operating units;

· Track operating unit weaknesses reported under self-assessment
s and external reviews and track implementation of corrective actions; 

· Maintain a database of operating unit IT system inventories; 

· Work cooperatively with the DOC Office of Security, the DOC Office of Inspector General, the DOC operating units, and other entities to ensure an effective IT Security Program; 

· Promote and coordinate the Department-wide IT Security Program activities; 

· Identify resource requirements, including funds, personnel, and contractors, needed to manage the DOC IT Security Program; and 

· Plan and co-chair regular meetings of the DOC IT Security Coordinating Committee (ITSCC) as a forum for exchange and action on Department-wide security policies, problems, and potential solutions. 

 

2.1.4
What are the responsibilities of the Department’s Critical Infrastructure Program Manager (CIPM)? 

The Department’s CIPM must coordinate with the ITSPM and DOC CIO and

· Develop the DOC Critical Infrastructure Protection Program, including providing the ITSPM with input to policies and procedures for (1) the responsible incident response capability as an effective component of an overall IT Security Program, (2) the IT component of Continuity of Operations Planning (COOP), and (3) the Critical Infrastructure Protection Program;

· Act as the DOC liaison for incident handling inquiries from the US-CERT; 

· Coordinate with OSY and OIG on the need to protect critical infrastructure;

· Promote best practices in critical infrastructure management;

· Advise top management officials within the Department on critical infrastructure protection plans, activities, and issues;

· Develop the Department’s Federated Computer Incident Response Program and support the IT component of Continuity of Operations Planning;

· Maintain liaison with central control agencies and other external organizations on computer and related telecommunications security issues;

· Identify resource requirements, including funds, personnel, and contractors, needed to manage the Critical Infrastructure Protection Program; and

· Plan and co-chair regular meetings of the DOC IT Security Coordinating Committee (ITSCC) as a forum for exchange and action on Department-wide security policies, problems, and potential solutions. 

 

2.1.5
What are the responsibilities of an operating unit head?

Ultimately responsible for the unit’s IT security, all operating unit heads must 

· Communicate to all DOC employees that IT security is important to the operating unit’s and the Department’s mission; 

· Assign management of IT systems to responsible program officials (e.g., heads of line offices and major operating unit components); and 

· Ensure that the operating unit has an established IT Security Program to protect its national and non-national security systems. 

An operating unit head may serve as the authorizing official (accepting operating risk) for systems that support the operating unit’s mission.

 

2.1.6
What are the responsibilities of an operating unit’s program officials?

Program officials are members of the operating unit’s top-level management team (e.g., heads of line offices and directors of major operating unit components) who must ensure implementation of an effective IT Security Program for systems under their responsibility to include:

· Assignment of responsibility for daily system operations and security to system owners;

· Serve as the authorizing official (accepting operating risk) for systems that support the operating unit’s mission (or, if the operating unit head serves as the authorizing official, the program official may serve as the authorizing official’s designated representative); and

· Ensure adequate resources are provided to implement IT security activities, including certification and accreditation.

 

2.1.7
What are the responsibilities of an operating unit’s CIO?

All operating unit CIOs must implement an IT Security Program to include:

· Overseeing the operating unit’s IT Security Program and approving operating unit supplements to DOC IT Security Program Policy and Minimum Implementation Standards; 

· Providing an IT Security program management infrastructure capable of performing all IT Security related tasking.  The OU Program Policy must assign roles and responsibilities for each element of the infrastructure.  The infrastructure must include appointment, in writing, of an IT Security Officer
 and alternate, and line office ITSOs and alternates as necessary, to implement the IT Security Program within the operating.  A copy of the assignment letter must be maintained on file;

· Ensuring that all IT resources are identified, including complying with the Department’s capital asset budget planning process and following a methodology consistent with NIST Special Publication 800-65, Integrating IT Security into the Capital Planning and Capital Investment Control Process, and making IT security explicit in IT investments and capital programming;

· Ensuring that persons working on IT security in the operating unit are properly trained, and supported (with resources);

· Assisting the Department in compliance reviews and other reporting requirements;

· Providing feedback to the Department on the status of the program in the operating unit as required by FISMA, and suggesting improvements or areas of concern in the operating unit program or any other Departmental program or activity; 

· Serving as the authorizing official (accepting operating risk) for unclassified networks that support the operating unit’s IT infrastructure (or, if the operating unit head serves as the Authorizing Official, the CIO may serve as the authorizing official’s designated representative); and

· Holding Authorizing Officials accountable for accrediting all systems under the operating unit’s responsibility and for ensuring compliance with FISMA requirements. 

For further information, consult guidance to operating unit CIOs online.


 

2.1.8
What are the responsibilities of an operating unit’s (OU) IT Security Officers (ITSOs)?

Appointed by the OU CIO

, the OU ITSO serves as the central point of contact for the operating unit’s overall IT Security Program.  The OU ITSO reports on IT security program matters to the DOC IT Security Program Manager, through the OU CIO.  In contrast, a Line Office ITSO has responsibility for the IT security program within their major subordinate component organization (e.g., Line Office) and reports on IT security program matters to the OU ITSO.  An ITSO is the individual responsible for ensuring the appropriate operational security posture is maintained for information systems and programs under their operating unit’s control.  The ITSO serves as the principal advisor to the authorizing official, system owner, and DOC IT security program manager on all matters (technical and otherwise) involving the security of the operating unit’s IT systems, and maintains a copy of each Security Accreditation Package (SAP) for use in performing required IT security monitoring and reporting responsibilities.  In this capacity, the ITSO must
· Develop and maintain operating unit IT security policy, procedures, standards, and guidance consistent with Departmental and Federal requirements; 

· Serve as certification agent for systems within their operating unit (except all systems for which the ITSO is also the system owner as well as moderate and high impact systems for which the ITSO is also the ISSO); 

· Ensure the conduct of reviews to ensure that all systems have in place effective, quality security documentation, including: 

· a qualitative risk assessments, 

· current and effective IT system security plans that accurately reflect system status (audit the systems), 

· annual system self-assessments, 

· current and tested contingency plans, and 

· current certification and accreditation; 

· Conduct self-assessments of the operating unit’s IT Security Program annually to ensure operating unit effective implementation of and compliance with established policies and procedures; 

· Establish a process to track remedial actions to mitigate risks in accordance with the DOC standard for plans of action and milestones (POA&Ms); 

· Establish a process to ensure that all users are provided with periodic security awareness briefings, copies of rules of behavior, and are trained to fulfill their IT security responsibilities including development of procedures for an IT security awareness and training program for all operating unit personnel, including specialized training as necessary for systems administrators, Contracting Officer’s Technical Representatives (COTRs), etc.;

· Ensure that system owners establish a processes for ensuring (1) IT personnel are provided specialized training and (2) access privileges are revoked in a timely manner (e.g., transfer, resignation, retirement, change of job description, etc.) -- immediately for individuals being separated for adverse reasons on or just prior to notifying them of the pending action;

· Notify system owners of user infractions identified during routine compliance assessments;

· Maintain the IT system inventory in accordance with the DOC standard for inventory management;

· Act as the operating unit’s central point of contact for all incidents and report incidents to the responsible incident response capability;

· Distribute, as necessary, information to systems administrators and others concerning risks and potential risks to systems;

· Participate as a voting member of the DOC IT Security Coordinating Committee (ITSCC), participate in special committees under the ITSCC, and providing other support for the ITSCC as appropriate; and

· Coordinate with the DOC IT Security Program Manager and CIPM, as well as OSY and OIG as appropriate (concerning incidents, potential threats, and other concerns).

 

2.1.9
What are the responsibilities of an information system owner?

A system owner is a project manager with day-to-day management and operational control over the system and direct oversight of the system/network administrators and operations staff.  Although the federal government has ultimate ownership of all Commerce data and its systems, “owner” is the term commonly used by the National Institute of Standards and Technology to refer to individuals with specific system oversight responsibilities.  System owners (e.g., office chiefs and branch chiefs) have many responsibilities in addition to the day-to-day operation and maintenance of systems under their responsibility.  The information system owner is the Commerce manager responsible for the overall procurement, development, integration, modification, or operation and maintenance of the information system, and may rely on the assistance and advice of the IT Security Officer and other IT staff in the implementation of the following security responsibilities.  The system owner must

· Develop the IT system security plan, including the initial risk assessment
; 

· Ensure the system is operated according to the agreed upon security requirements; 
· Decide who has access to the system (and with what rights and privileges); 
· Ensure users and support personnel receive the requisite security training; 
· Inform key agency officials of the need to conduct a security C&A effort; 
· Provide necessary system-related documentation to the certification agent; 

· Take appropriate steps to update the risk assessment and to reduce or eliminate vulnerabilities after receiving the security assessment results from the certification agent; and 

· Assemble and submit the Security Accreditation Package to the authorizing official or their designated representative.

The system owner is responsible for the safekeeping of the original of the Security Accreditation Package that has been used for the accreditation decision.  The system owner is responsible for updating this package and ensuring re-accreditation as the system undergoes a significant change
 or at least every three years.  In this respect, the system owner must

· Include security considerations in the procurement of system software, hardware, and support services, including system development, implementation, operation and maintenance, and disposal activities (i.e., life cycle management); 

· Ensure certification and accreditation of all systems under their responsibility including 

· Ensuring the security of data and application software residing on their system(s);

· Determining and implementing an appropriate level of security commensurate with the system impact level;

· Developing and maintaining the Security Accreditation Package, including IT system security plans and contingency plans for all systems under their responsibility, which document the business associations and dependencies of their system (examine linked IT resources and flow of information); and

· Performing risk assessments to periodically re-evaluate sensitivity of the system, risks, and mitigation strategies.

· Conduct annual self-assessments of system safeguards and program elements; 

· Establish system-level plans of action and milestones (POA&Ms) and implement corrective actions in accordance with the DOC standard for POA&Ms (see Appendix E); 

· Grant individuals the fewest possible privileges necessary for job performance (any privileges not specifically granted are denied access) so that privileges are based on a legitimate need to have system access, and re-evaluate the access privileges annually, revoking access in a timely manner upon personnel transfer or termination;

· Establish appropriate rules of behavior for all systems that apply to all personnel managing, administering, or having access to the DOC IT system;

· Notify the responsible IT Security Officer of any suspected incidents 
in a timely manner, and assist in the investigation of incidents if necessary;

· Ensure system users have proper and relevant IT security training (relevant to the system); 

· Ensure IT system IT service contracts include provisions for necessary security; and 

· Ensure systems’ personnel are properly designated, monitored, and trained, including appointment, in writing, of an individual to serve as the Information System Security Officer (ISSO), if appropriate (large, complex systems may have a greater need for an ISSO than might a small, simple system). 

 

2.1.10
What are the responsibilities of the Information System Security Officer (ISSO)?

Information System Security Officers (ISSOs) are appointed in writing by the system owner and must implement the system-level controls and maintain system documentation.  Specifically, the ISSO must

· Advise the system owner regarding security considerations in applications systems procurement or development, implementation, operation and maintenance, and disposal activities (i.e., life cycle management); 

· Assist in the determination of an appropriate level of security commensurate with the impact level; 

· Assist in the development and maintenance of IT system security plans and contingency plans for all systems under their responsibility; 

· Participate in risk assessments to periodically re-evaluate sensitivity of the system, risks, and mitigation strategies; 

· Participate in self-assessments of system safeguards and program elements and in certification and accreditation of the system; 

· Notify the responsible IT Security Officer of any suspected incidents in a timely manner, and assist in the investigation of incidents if necessary; and

· Maintain cooperative relationship with business partners or other interconnected systems. 

 

2.1.11
What are the responsibilities of system/network administrators?

System/network administrators are responsible for certain aspects of system security, such as adding and deleting user accounts as authorized by the system owner, as well as normal operations of the system in keeping with job requirements.  The role of a system administrator may include security of LAN or application administration.  The system/network administrator must

· As directed by the system owner, the system/network administrator shall 

· Assist in the development and maintenance of IT system security plans and contingency plans for all systems under their responsibility,

· Participate in risk assessments to periodically re-evaluate sensitivity of the system, risks, and mitigation strategies,

· Participate in self-assessments of system safeguards and program elements and in certification and accreditation of the system,

· Evaluate proposed technical security controls to assure proper integration with other system operations,

· Identify requirements for resources needed to effectively implement technical security controls,

· Ensure the integrity in implementation and operation of technical security controls by conducting control security test and evaluation,

· Develop system administration and operational procedures and manuals as directed by the system owner, and

· Evaluate and develop procedures that assure proper integration of service continuity with other system operations;

· Notify the responsible Information System Security Officer, or if none, the responsible IT Security Officer of any suspected incidents in a timely manner, and assist in the investigation of incidents if necessary;

· Read and understand all applicable training and awareness materials;

· Read and understand all applicable use policies or other rules of behavior regarding use or abuse of operating unit IT resources; 

· Know which systems or parts of systems for which they are directly responsible (e.g., network equipment, servers, LAN, etc.) and the sensitivity of the data they handle and take appropriate measures to protect it; and

· Know and abide by all applicable DOC and operating unit policies and procedures.

2.1.12
What are the responsibilities of Heads of Contract Offices and Bureau Procurement Offices?

The Office of Acquisition Management (OAM) ensures the integrity of procurements for the Department as a whole.  In addition, the Department’s OAM Procurement Executive delegates procurement warrant authority to DOC Heads of Contract Offices (HCOs).  By ensuring that contract vehicles address appropriate security measures, the HCO manages subordinate Bureau Procurement Offices (BPOs), which play a critical role in the beginning and throughout the life-cycle management process for IT service acquisitions.  The HCOs and BPOs also play a critical role during the Development/ Acquisition stage of system life-cycle management.

2.1.13
What are the responsibilities of end users?

End user’s responsibilities center upon being aware of the security category of the information and the proper handling of sensitive information, as well as being vigilant in performing necessary security procedures in order to maintain the confidentiality, integrity, and availability of the information.  End users must

· Complete IT security refresher training annually; 

· Read and understand all applicable use policies and other rules of behavior regarding use or abuse of operating unit IT resources; 

· Know which systems or parts of systems for which they are directly responsible (printer, desktop, etc.); 

· Know the security category of the data they handle and measures they must take to protect it; 

· Notify the appropriate Help Desk, IT Security Officer, or your supervisor of any suspected incidents in a timely manner, and cooperate in the investigation of incidents; and

· Know and abide by all applicable DOC and operating unit acceptable use policies and procedures.  This is especially true of the Internet Use Policy and Peer-to-Peer File Sharing Policy, which specify the end user’s responsibility regarding Internet introduction of viruses, spam, spyware, and malicious codes, normally introduced into a system by a voluntary act of an end user (e.g., installation of an application, FTP of a file, reading mail, etc.). 

2.1.14
What are the responsibilities of Managers, Supervisors, and Contracting Officer’s Technical Representatives (COTRs)?

Managers, supervisors, and COTRs must determine whether federal employees and contractors require IT access in the accomplishment of the DOC mission.  Specifically, the manager, supervisor, or COTR must:

· Determine the federal employee’s or contractor’s need to know before access is granted.  Access to any DOC IT system must not be authorized for a person who does not have a need for access to the system in the normal performance of his/her official duties.

· Ensure users under his/her supervision or oversight comply with this policy, to the extent practicable, and pursue appropriate disciplinary action for noncompliance.

· Notify system owners of new users and notify them to revoke access privileges in a timely manner when a user under his/her supervision or oversight no longer requires access privileges or he/she fails to comply with this policy.

· Authorize remote access privileges for personnel and review remote access user security agreements on an annual basis to verify the continuing need for access, the appropriate level of privileges, and the accuracy of information contained in the agreement (e.g., systems authorized for access and type and version of anti-virus software and personal firewall).

2.1.15
Where can I find further guidance on management of personnel with IT security responsibilities?

DOC recommends the practices and further guidance that can be found in Security Programs, DAO 207-1.

2.2
IT Security Department-wide Coordination
2.2.1
What is the IT Security Coordinating Committee?

The DOC Chief Information Officer sponsors the IT Security Coordinating Committee (ITSCC).  This group serves as a Department-wide forum for discussion of issues, establishment of working groups to define and resolve technical IT security problems and recommendations concerning IT security throughout the Department; and a source of continuing education for Commerce IT Security Officers.  Meetings are held monthly.

 

2.2.2
What is the Federation of Computer Incident Response Teams (CIRTs)?

The Federation of Computer Incident Services (FOCIS) serves as a Department-wide forum for the development of incident response capability procedures, responsibilities, and activities that will be used within DOC to establish the Federated CIRT structure and address issues pertaining to computer incident and response services.  Within Commerce, this Federation of CIRTs consists of the formally designated Commerce incident response capabilities.  The information sharing enables analysis of Department-wide threats as well as consideration of Department-wide solutions for incident detection and response.  The Federation of CIRTs will establish relationships with other incident response organizations, such as the US-CERT, and share relevant threats, vulnerabilities, or incident data.  The DOC Office of the CIO will approve all policies and procedures for operation of the DOC Federation of CIRTS.  For inclusion in the Federation of CIRTs operating procedures, the Department requires submission of each operating unit’s incident response standard operating procedures to the DOC Office of the CIO.

3
Risk Assessment

 

3.1
How does risk assessment differ from risk management?

Risk measures the level of impact on agency operations (including mission, functions, image, or reputation), agency assets, or individuals resulting from the operation of an information system
 given the potential impact of a threat and the likelihood of that threat occurring.  Risk management is the ongoing process of managing risks to agency operations (including mission, functions, image, or reputation), agency assets, or individuals resulting from the operation of an information system.  It includes risk assessment; the selection, implementation, and assessment of cost-effective security controls; and the formal authorization to operate the system.  The process considers effectiveness, efficiency, and constraints due to laws, directives, policies, or regulations.  National Institute of Standards and Technology (NIST) defines risk assessment as the process of identifying risks to agency operations (including mission, functions, image, or reputation), agency assets, or individuals by determining the probability of occurrence, the resulting impact, and additional security controls that would mitigate this impact.
 

A system owner, in consultation with the IT Security Officer and other interested parties, use the results of this evaluation to determine countermeasures to prevent or mitigate risk to an acceptable level.  The authorizing official determines risk as outlined in the certification and accreditation section of this policy.  The IT Security Officer can assist by providing the system owner with a risk assessment methodology, and by providing assistance in interpreting the risk assessment results and suggesting possible cost-effective security countermeasure alternatives.

 

3.2
What does DOC require for Risk Assessment controls?

DOC requires that system owners comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, controls listed in Table 3 for risk assessment of all DOC IT general support systems and major applications under their responsibility.

 

	Risk Assessment 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	RA-1 
	Risk Assessment Policy and Procedures 
	RA-1 
	RA-1 
	RA-1 

	RA-2 
	Security Categorization 
	RA-2 
	RA-2 
	RA-2 

	RA-3 
	Risk Assessment 
	RA-3 
	RA-3 
	RA-3 

	RA-4 
	Risk Assessment Update 
	RA-4 
	RA-4 
	RA-4 

	RA-5 
	Vulnerability Scanning 
	Not Applicable 
	RA-5 
	RA-5 (1) (2) 


Table 3: Controls for Risk Assessment
 

3.3 What is the DOC policy for risk RA-1 RISK ASSESSMENT POLICY AND PROCEDURES?

DOC requires that the IT Security Program Manager, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented risk assessment policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the risk assessment policy and associated risk assessment controls.

3.3.1 What is the DOC procedure for risk assessment methodology?

The Department requires that every Commerce operating unit have a risk management process in place that follows the methodology and reporting format defined by National Institute of Standards and Technology (NIST) Special Publication 800-30, Risk Management Guide for Information Technology Systems.  In brief, this methodology requires that a team led by the system owner and consisting of other interested parties and subject matter experts (such as the ITSO and ISSO) performs a preliminary identification of threats to the system and performs an assessment of the system’s vulnerability to the threats.  In addition, if the system uses electronic authentication methods to provide remote access services to citizens, the risk assessment must include an e-authentication risk assessment compliant with OMB Memorandum 04-04, E-Authentication Guidance, Attachment A, Section 2.

 

3.4 What is the DOC policy for RA-2 SECURITY CATEGORIZATION?

DOC requires that operating unit system owners categorize the information system and the information processed, stored, or transmitted by the system in accordance with Federal Information Processing Standard (FIPS) 199, Standards for Security Categorization of Federal Information and Information Systems, and document the results (including supporting rationale) in the system security plan.  Designated senior-level officials within the organization review and approve the security categorizations. 

3.4.1
What does DOC require when analyzing system and information security category impact levels for RA-2?

During the system risk assessment, the system owner must determine the sensitivity or reaction of the agency’s mission to compromises of confidentiality, integrity, and availability of the information stored and processed by the system.  This determination, along with the likelihood of compromise occurring and the extent of protection required by law, establishes the level of security adequate to protect the data as required by OMB Circular A-130, Appendix III.  The system owner then identifies the management, technical, and operational controls appropriate to provide the required protection.

 

DOC requires that system owners (1) understand and use the criteria contained in Federal Information Processing Standard (FIPS) 199, Standards for Security Categorization of Federal Information and Information Systems, and companion publication, NIST Special Publication 800-60, Guide for Mapping Types of Information and Information Systems to Security Categories, Volume I and Volume II; (2) establish the security category (SC) for each information type, and then (3) establish the SC for the information system.  Information originators and system owners must work together to ensure that appropriate controls are in place and functioning to provide an adequate level of security to the extent authorized by law.  Once the SC for the system is determined, DOC requires that operating units refer to sections 3 through 19 of this policy to develop acceptable control baselines appropriate to the system’s impact level.

Step 1:  Understand the Impact Levels:  The potential impact level may vary depending on other factors associated with the system and this amplification, as described below.  Assignment of a specific impact level requires the judgment of system owners and other responsible program officials.

· The potential impact is HIGH if—The loss of confidentiality, integrity, or availability could be expected to have a severe or catastrophic adverse effect on organizational operations, organizational assets, or individuals.  AMPLIFICATION:  A severe or catastrophic adverse effect means that, for example, the loss of confidentiality, integrity, or availability might: (i) cause a severe degradation in or loss of mission capability to an extent and duration that the organization is not able to perform one or more of its primary functions; (ii) result in major damage to organizational assets; (iii) result in major financial loss; or (iv) result in severe or catastrophic harm to individuals involving loss of life or serious life threatening injuries.

· The potential impact is MODERATE if—The loss of confidentiality, integrity, or availability could be expected to have a serious adverse effect on organizational operations, organizational assets, or individuals.  AMPLIFICATION: A serious adverse effect means that, for example, the loss of confidentiality, integrity, or availability might: (i) cause a significant degradation in mission capability to an extent and duration that the organization is able to perform its primary functions, but the effectiveness of the functions is significantly reduced; (ii) result in significant damage to organizational assets; (iii) result in significant financial loss; or (iv) result in significant harm to individuals that does not involve loss of life or serious life threatening injuries.

· The potential impact is LOW if—The loss of confidentiality, integrity, or availability could be expected to have a limited adverse effect on organizational operations, organizational assets, or individuals.  AMPLIFICATION:  A limited adverse effect means that, for example, the loss of confidentiality, integrity, or availability might: (i) cause a degradation in mission capability to an extent and duration that the organization is able to perform its primary functions, but the effectiveness of the functions is noticeably reduced; (ii) result in minor damage to organizational assets; (iii) result in minor financial loss; or (iv) result in minor harm to individuals.

Step 2:  Determine SC for each information type:  Begin with determining the potential impact level (low, moderate, or high) for each of the stated security objectives (confidentiality, integrity, and availability) for each type of information stored in or processed by the system using the criteria in NIST Special Publication 800-60, Guide for Mapping Types of Information and Information Systems to Security Categories, Volume II.  The security category (SC) of each information type is represented as a triple of the associated potential impacts for each security objective.  The FIPS 199 generalized format for expressing the SC of an information type is:

SC information type= {(confidentiality, potential impact), (integrity, potential impact), (availability, potential impact)},

where the acceptable values for potential impact for each of the security objectives are LOW, MODERATE, or HIGH for the information type.

Step 3:  Determine SC for the information system:  After determining the potential impact level for each information type, determine the SC for the system as the maximum value (or high water mark) from among the impacts noted from Step 2 above.  That is: (i) if the highest potential impact for a security objective is LOW among all information types on the system, system impact level is LOW; (ii) if the highest potential impact for a security objective is MODERATE among all information types on the system, system impact level is MODERATE; and (iii) if the highest potential impact for a security objective is HIGH among all information types on the system, system impact level is HIGH.  For example, the SCs for contract information and administrative information types on an information system supporting an organization’s acquisition process is expressed as:

SC contract information = {(confidentiality, MODERATE), (integrity, MODERATE), (availability, LOW)},

and

SC administrative information = {(confidentiality, LOW), (integrity, LOW), (availability, LOW)}.

The resulting SC of the information system is expressed by selecting the maximum value (or high water mark) of the potential impacts from among the information types for each security objective:

SC acquisition system = {(confidentiality, MODERATE), (integrity, MODERATE), (availability, LOW)}.

To determine the System Impact Level, select the highest value of the potential impacts among the security objectives for the SC for the information system; that is: (i) if the highest potential impact is LOW, the information security impact is LOW; (ii) if the highest potential impact is MODERATE, the information security impact is MODERATE; and (iii) if the highest potential impact is HIGH, the information security impact is HIGH.  Using the above acquisition system example, the maximum value (or high water mark) of the potential impacts for the system is MODERATE and, therefore, the system impact level is MODERATE.  The system impact level is the basis for determining the control baseline (low, moderate, or high) from the control tables in sections 3 through 19 of this policy.

3.4.2
What is “sensitive” information?

The Office of Management and Budget (OMB) Circular A-130, Appendix III, Security of Federal Automated Information Resources, states that there is a “presumption that all [systems] contain some sensitive information.”  The Computer Security Act of 1987 (P.L. 100-235) provides the following definition of the term sensitive information: 

“…any information, the loss, misuse, or unauthorized access to or modification of which could adversely affect the national interest or the conduct of federal programs, or the privacy to which individuals are entitled under section 552a of Title 5, United States Code (the Privacy Act), but which has not been specifically authorized under criteria established by an Executive Order or an Act of Congress to be kept secret in the interest of national defense or foreign policy.”  

The term sensitive not only refers to unclassified private data or proprietary information, but to highly classified national security government information as well.

3.4.3
How does sensitive non-national security information differ from national security information?

The Department requires that system owners follow the methodology defined in National Institute of Standards and Technology (NIST) Special Publication 800-59, Guideline for Identifying an Information System as a National Security System, to determine whether a system requires additional protections due to national security impacts.  The confidentiality-based classification system and other aspects of national security information require protecting this information from unauthorized disclosure.  The IT security requirements of this IT Security Program Policy apply equally to national and non-national security systems, but the rigor with which controls are implemented is greater for national security systems.  See the DOC Security Manual, Chapters 17 and 41 for more guidance on the handling of national security and For Official Use Only (FOUO) information in hard copy form.

Protecting sensitive information, including FOUO and information protected by U.S. Code Title or Public Law typically means providing for one or more of the following:

· Confidentiality - Disclosure of the information must be restricted to designated parties to ensure privacy of personal information and non-publication of sensitive mission data.

· Integrity - The information must be protected from errors or unauthorized modification.

· Availability - The information must be available within some given timeframe (i.e., protected against destruction).

The maintenance and disclosure of sensitive information is pursuant to applicable law, and all categories of information may be subject to protection under the Freedom of Information Act.  While all government information may require protection, statute or agency determination can require additional protection, such as: 

· personal information (protected under the Privacy Act);

· financial information (protected under the Federal Manager's Financial Integrity Act (FMFIA);

· taxpayer information;

· individual census data (Title 13 U.S. Code; and

· federal records (Federal Records Act, contained in Title 44 U.S. Code Chapter 31 and Title 36 Code of Federal Regulations Volume 3 Chapter XII sections 1220-1260).

 

3.5 What is the DOC policy for RA-3 RISK ASSESSMENT?

DOC requires that the operating units conduct assessments of the risk and magnitude of harm that could result from the unauthorized access, use, disclosure, disruption, modification, or destruction of information and information systems that support the operations and assets of the agency. 

3.5.1
How does the risk assessment team conduct the risk assessment for RA-3?

The risk assessment team identifies and verifies the controls in place and, through conducting assessment of the controls, evaluates whether they provide adequate security for the system and reduce the level of risk to one acceptable to the authorizing official.  If not, the team identifies additional control needs, evaluates cost-effective solutions, and the system owner assigns resources to implement corrective action.  DOC does not require that minor, readily correctable weaknesses (e.g., on-the-spot corrections and those completed prior to the operation and maintenance phase of a system) or weaknesses considered by the authorizing official to be acceptable residual risk be tracked by the system owner on a plan of action and milestones (POA&M).  However, DOC does require that weaknesses of a significant nature and those not readily corrected – for example, those identified in the IT system security plan as “planned” and those expressly identified by the authorizing official in their accreditation decision letter – must be tracked on a system-level POA&M.

 

3.6
What is the DOC policy for RA-4 RISK ASSESSMENT UPDATE?

DOC requires that the operating units update the risk assessments at least every 3 years or whenever there is a significant change to the information system, the facilities where the system resides, or other conditions that may impact the security or accreditation status of the system. 
3.6.1
How often are risk assessments performed?

DOC requires that system owners
 conduct risk assessment of all DOC IT systems under their responsibility at least every 3 years, or upon significant change to the system.  The system owner may acquire a third party to conduct the assessment, or use in-house personnel.

 

3.7
What is the DOC policy for RA-5 VULNERABILITY SCANNING?

Using appropriate vulnerability scanning tools and techniques, DOC requires that the operating units scan for vulnerabilities in Moderate- and High-impact information systems at least quarterly.
· Mandatory control enhancements for HIGH-impact systems: 

(1) Vulnerability scanning tools include the capability to readily update the list of vulnerabilities scanned. 
(2) The Federation of CIRTS updates the list of information system vulnerabilities monthly or when significant new vulnerabilities are identified and reported. 
· Recommended control enhancements for HIGH-impact systems: 

(3) Vulnerability scanning procedures include means to ensure adequate scan coverage, both vulnerabilities checked and information system components scanned. 
3.7.1
How does the Security Test and Evaluation (ST&E) process support risk assessment?

NIST Special Publication 800-30, Risk Management Guide for Information Technology Systems, section 3.3.2, and NIST Special Publication 800-37, Guide for the Security Certification and Accreditation of Federal Information Systems, section 3.1 (subtask 1.4), identify security test and evaluation as a method to identify system vulnerabilities during the risk assessment process.  Because NIST Special Publication 800-30 indicates that full ST&E testing is an option that can be used to assist in the identification of vulnerabilities, ST&E is not a mandated requirement within DOC.  ST&E should be used within DOC as a tool to provide additional information about system vulnerabilities where basic assessment methods are not sufficient in the opinion of the certification agent.  However, because NIST Special Publication 800-37, section 3.2 (subtask 4.1) identifies ST&E as a means to document the basis for residual risk in the certification and accreditation process, it is mandated for use within DOC for risk assessment of operational systems undergoing re-certification.

4
Planning

 

4.1
What does DOC require for Planning controls?

DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, planning controls listed in Table 4, for all DOC IT security programs, as well as general support systems and major applications under their responsibility.  

 

	Planning 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	PL-1 
	Security Planning Policy and Procedures 
	PL-1 
	PL-1 
	PL-1 

	PL-2 
	System Security Plan 
	PL-2 
	PL-2 
	PL-2 

	PL-3 
	System Security Plan Update 
	PL-3 
	PL-3 
	PL-3 

	PL-4 
	Rules of Behavior 
	PL-4 
	PL-4 
	PL-4 

	PL-5 
	Privacy Impact Assessment 
	PL-5 
	PL-5 
	PL-5 


Table 4:  Planning Controls

 

4.2
What is the DOC policy for PL-1 SECURITY PLANNING POLICY AND PROCEDURES?

DOC requires that the IT Security Program Manager, and operating units as necessary, develop, disseminates and periodically review/update: (i) a formal, documented, security planning policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the security planning policy and associated security planning controls.
4.2.1
What is the Department’s policy for inventory management?

All operating units within the DOC must track IT system security by maintaining a comprehensive inventory of national and non-national security systems.  All DOC operating units must implement and maintain a management system that includes tracking of IT systems as well as security information for all systems in accordance with the DOC Process and Minimum Implementation Standard for IT System Inventory Management (Appendix F of this policy).  Each operating unit must provide a copy of its complete IT system inventory to the Department’s IT Security Program Manager semi-annually (March 15 and September 15).  In addition, operating units should provide interim updates when systems are added to or removed from the inventory, and at least monthly (by the 15th of the month) when undergoing significant changes to inventory data.

4.2.2
How does DOC manage the IT systems using the “IT system inventory”?

The IT system inventory provides a summary of valuable management data that reflects the status of an operating unit’s implementation of its IT Security Program for national and non-national security systems.  The DOC Process and Minimum Implementation Standard for IT System Inventory Management (Appendix F of this policy) details the process guidance and minimum implementation requirements for DOC operating unit completion of semi-annual IT system inventory updates.  The standard also provides the data dictionary of inventory tables and fields and provides examples of properly completed inventory forms to ensure consistent and comprehensive completion of the semi-annual IT system inventory.

4.2.
Why does the Department require such specific and comprehensive system inventory management?

The Federal Information Security Management Act, Public Law 107-347, Title III, amended 44 U.S.C. ' 3505 to require agencies to establish an inventory of major information systems under their control and added Subsection 3544(b)(5)(A) to require agencies to periodically test and evaluate the effectiveness of systems policies, procedures, and practices annually at a minimum.  The Clinger-Cohen Act and the Office of Management and Budget FISMA guidance also require that agencies track each IT system and link them to IT capital planning, architecture, and investment control by a unique system identifier number.  System inventory management provides the baseline and method for managing the assets that are the focus of the IT Security Program.  Also, by displaying the operating unit’s portfolio of IT systems, the IT system inventory supports other IT management functions, including IT investment management and IT architecture management, ensuring that each system tracked supports the mission of the operating unit and its IT architecture as required by OMB Circular A-11.
4.3
What is the DOC policy for PL-2 SYSTEM SECURITY PLAN?

DOC requires that the operating units develop and implement a security plan for all information systems that provides an overview of the security requirements for the system and a description of the security controls in place or planned for meeting those requirements.  Designated officials within the organization review and approve the plan. 
4.3.1
What is an IT system security plan?

The Federal Information Security Management Act and OMB Circular A-130 require all major applications and general support systems to have a security plan.  An IT system security plan provides an overview of the system impact level and types of information processed or stored in a system and the related security requirements to protect the data.  It also describes the controls in place and planned for meeting those requirements.  The IT system security plan provides all of the information necessary to secure an IT system throughout the system’s life cycle, including:

· an overview of the security requirements of the system and the information processed; 

· a delineation of the responsibilities and expected behavior of all individuals who access the system (including Rules of Behavior or Acceptable Use Policies); 

· information and agreement regarding interconnections with other systems; and 

· other information necessary for the operation and maintenance of the system. 

 

4.3.2
What elements are required (format and content) for an IT system security plan for compliance with PL-2?

DOC requires that operating units follow the methodology and format prescribed by the National Institute of Standards and Technology Special Publication 800-18, Guide for Developing Security Plans for Information Technology Systems.  IT system security plans must include, and completely address in sufficient detail, the following elements:

· Management controls pertaining to the system;

· Operational controls of the system;

· Technical controls included in the system;

· Approved waivers to Departmental policy; and

· Memoranda of Agreement, Memoranda of Understanding, Service Level Agreements, and System Interconnection Agreements with regard to security controls over shared or interconnected systems.

 

The Commerce IT Security Accreditation Package that leads to accreditation of a system, or “authorization to process” granted by an authorizing official, includes the security plan.  A checklist is provided in Table H.1 of the Process and Minimum Implementation Standard for IT System Security Certification and Accreditation (C&A) (Appendix H of this policy) that summarizes the minimum requirements for the content of the IT system security plan.
 

4.4
What is the DOC policy for PL-3 SYSTEM SECURITY PLAN UPDATE?

DOC requires that the system owner reviews the IT system security plan for all information systems at least annually as part of their system self-assessments and revise the plan to address significant changes and problems identified during plan implementation or security control assessments indicating the control documentation in the security plan needs revision.

4.5
What is the DOC policy for PL-4 RULES OF BEHAVIOR?

DOC requires that the IT Security Program Manager, and operating units as necessary, establish and make readily available to all information system users a set of rules that describes their responsibilities and expected behavior with regard to information system usage.  The organization receives signed acknowledgement from users indicating that they have read, understand, and agree to abide by the rules of behavior, before authorizing access to the information system.
4.5.1
What are Rules of Behavior and how does the DOC use them to satisfy control PL-4?

Rules of Behavior, also called Acceptable Use Policies (AUPs) or standards, instruct system users (both federal and contractor) about ways in which they may and may not use IT systems.  These rules communicate to every individual his/her role in protecting IT resources, and advise them of their obligations.  The rules often cover Internet and e-mail use, dial-up use, use of copyrighted software, use of Government resources, assignment and limitation of system privileges, and individual accountability.

 

4.5.2
Who formulates and publicizes Rules of Behavior?

DOC requires that certain Department-wide acceptable use policies be followed, including those listed in section 4.5.6 below, and that operating unit CIOs formulate and publicize rules of behavior for their operating unit IT resources, and that system owners supplement these rules where necessary for their respective systems.  Rules of behavior must take into account Federal Property regulations, Commerce applicable acceptable use policies, as well as the unique cultures and information security requirements of the operating unit when developing these rules, and they must be communicated to all operating unit federal employees and associated contractor employees.  System owners must implement a manual or automated mechanism to ensure system users have acknowledged the applicable rules before accessing the system.

 

4.5.3
What is user activity auditing?

User activity auditing allows for authorized system administrators to record the system events initiated by all users of DOC IT systems.

 

4.5.4
Can an operating unit conduct user monitoring to ensure compliance with Rules of Behavior?

DOC networks and IT systems do not inherently provide users a right of privacy except as may be provided under the Privacy Act or other legislation; therefore operating units that have the capability to do so are permitted to audit user activity in accordance with the Rules of Behavior.  However, system owners must notify users of this prior to system access to avoid any question about an implied right to privacy on the system.  For example, IT Security Officers must ensure that the network warning banner communicates that there is no expectation of privacy in the authorized or unauthorized use of DOC IT systems.

 

4.5.5
Who should be contacted in the case of violation of the Rules of Behavior?

General users must report IT security incidents, suspected or otherwise, to the OU ITSO.  In turn, the OU ITSO should provide all relevant information about this concern to a senior program official responsible for the system (the system owner or authorizing official) and/or to the supervisor of the individual who may have violated a Rule of Behavior.  The system owner and/or supervisor must take appropriate actions to determine whether a violation of a Rule of Behavior has occurred, including working with the Office of Human Resources Management to advise as to whether administrative sanctions should be imposed and with the Office of Inspector General relative to further investigation and action if suspected criminal activity has occurred.  Within DOC, Department Administrative Order 202-751, Discipline, or contract terms as applicable, provide direction as to the penalties for not following DOC regulations, including Department Administrative Order (DAO) 200-0, under which the IT Security Program Policy and Minimum Implementation Standards is issued as a part of the IT Management Handbook.

 

4.5.6
What are DOC’s acceptable use policies?

The following are mandatory DOC acceptable use policies:
· DOC  Internet Use Policy; and

· DOC Peer-to-Peer File Sharing Policy (Appendix I of this policy).

 

4.6
What is the DOC policy for PL-5 PRIVACY IMPACT ASSESSMENT?

DOC requires that the operating units conduct a privacy impact assessment on applicable information systems.  DOC requires that operating units comply with the requirements of the e-Government Act of 2002, Public Law 107-347, section 208, and associated guidance from the Office of Management and Budget M-03-22, OMB Guidance for Implementing the Privacy Provisions of the E-Government Act of 2002 regarding privacy impact assessments.

5
System and Services Acquisition

 

5.1
What does DOC require for System and Services Acquisition controls?

DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, system and services acquisition controls listed in Table 5:

 

	System and Services Acquisition 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	SA-1 
	System and Services Acquisition Policy and Procedures 
	SA-1 
	SA-1 
	SA-1 

	SA-2 
	Allocation of Resources 
	SA-2 
	SA-2 
	SA-2 

	SA-3 
	Life Cycle Support 
	SA-3 
	SA-3 
	SA-3 

	SA-4 
	Acquisitions 
	SA-4 
	SA-4 
	SA-4 

	SA-5 
	Information System Documentation 
	SA-5 
	SA-5 (1) 
	SA-5 (1) (2) 

	SA-6 
	Software Usage Restrictions 
	SA-6 
	SA-6 
	SA-6 

	SA-7 
	User Installed Software 
	SA-7 
	SA-7 
	SA-7 

	SA-8 
	Security Design Principles 
	Not Applicable 
	SA-8 
	SA-8 

	SA-9 
	Outsourced Information System Services 
	SA-9 
	SA-9 
	SA-9 

	SA-10 
	Developer Configuration Management 
	Not Applicable 
	Not Selected 
	SA-10 

	SA-11 
	Developer Security Testing 
	Not Applicable 
	SA-11 
	SA-11 


Table 5:  System and Services Acquisition Controls
 

5.2
What is the DOC policy for SA-1 SYSTEM AND SERVICES ACQUISITION POLICY AND PROCEDURES?

DOC requires that the IT Security Program Manager, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, system and services acquisition policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the system and services acquisition policy and associated system and services acquisition controls.

5.2.1
What are required considerations for acquisition of security-related products and services?

IT Security Officers, system owners, Contracting Officers, Contracting Officer’s Technical Representatives, and others involved in aspects of system security must follow a methodology consistent with National Institute of Standards and Technology (NIST) Special Publication 800-64, Security Considerations in the Information System Development Life Cycle.  This methodology ensures that IT security is addressed in the acquisition process.

 

5.3
What is the DOC policy for SA-2 ALLOCATION OF RESOURCES?

DOC requires that the operating units determine, document, and allocate as part of its capital planning and investment control process the resources required to adequately protect the information system.

5.3.1
How is security considered in funding an IT system?

The system life cycle requires consideration of IT security in the budget request.  All DOC operating unit CIOs must comply with the Department’s capital asset budget planning process and follow a methodology consistent with NIST Special Publication 800-65, Integrating IT Security into the Capital Planning and Capital Investment Control Process.  Office of Management and Budget (OMB) Circular A-11, especially Part 7, as well as OMB memorandum M-00-07, Incorporating and Funding Security in Information Systems Investments, require that security be built into and funded as part of the system architecture.  Operating unit CIOs must make security's role explicit in IT investments and capital programming.  The funding must include all products, procedures, and personnel (Federal employees and contractors) that are primarily dedicated to or used for provision of IT security for the specific IT investment.  Accordingly, investments in the development of new or the continued operation of existing information systems, both general support systems and major applications, proposed for funding in the President's budget must: 

· Be tied to the DOC IT architecture;

· Be well-planned;
· Manage risk;
· Protect privacy and confidentiality; and
· Account for departures from NIST guidance.

 

5.4
What is the DOC policy for SA-3 LIFE CYCLE SUPPORT?
DOC requires that the operating units manage information systems using a system development life cycle methodology that includes information security considerations.
 

5.4.1
When does the process of securing an IT system begin and end?

The formal process of securing an IT system must begin as soon as a system owner identifies requirements for an IT system.  The system owner, with guidance and support of the IT Security Officer (ITSO), Chief Information Officer (CIO), and other security-focused authorities within the organization, can then begin developing the system security plan and start integrating security into all stages of the life cycle of the DOC IT system, which include:

· initiation;

· development/acquisition;

· implementation; 

· operation and maintenance; and 

· final disposal (retirement or decommission).
 

The following sections 5.4.1.1 through 5.4.1.6. provide a brief walk-through to explain key points of the life cycle where IT security considerations are necessary.  References to policy sections are provided for each requirement mentioned.

 

5.4.1.1
How is security considered in the initiation stage in the life cycle of an IT system?

The first stage in the system life cycle is IT system identification, which includes obtaining a CIO-assigned system identifier used to track the system in the IT system inventory and on budget documentation (see policy Appendix F).  This stage also involves designing the system and performing a threat assessment of the design.

 

5.4.1.2
How is security considered in designing an IT system?

Within DOC, designing a system requires IT Security Officers to work with the system owners to determine the information type and system impact levels (see policy section 3.4.1), and to determine the control baseline for protection of the system and its data (see policy section 1.7).  In addition, these parties must work to ensure integration of the system security configuration to the operating unit’s security architecture, and the unit’s architecture with the overarching DOC IT enterprise architecture (EA).  This integration must ensure that the EA describes the relationships among the work that DOC does, the information DOC uses, and the information technology that DOC needs.  The DOC EA provides standards that guide the design of new systems, which makes it easier to share information internally (e.g., agency-wide e-mail) and to reduce the number of information systems that perform similar functions.  The EA provides the technology vision to guide resource decisions that reduce costs and improve mission performance.  OMB Memorandum M-97-16, Information Technology Architectures and the Federal CIO Council’s Federal Enterprise Architecture Framework and Practical Guide describe the requirements for enterprise architecture design.

 

5.4.1.3
How is security considered in the development/acquisition stage in the life cycle of an IT system?

The second stage in the system life cycle requires consideration of IT security as the system is developed, or built in-house, or acquired from a vendor.  In this stage, the system owner must:

· Evaluate cost-effective solutions to satisfy the baseline operational and technical controls (see policy section 1.7 and section 1.8).

· Perform a risk assessment (see policy Chapter 3);

· Update the IT system security plan (see policy section 4.3);

· Fund the system;

· Ensure security in IT acquisitions (see policy Chapter 5);

· Develop the contingency plan (see policy Chapter 9);

· Develop security test and evaluation plans (see policy section 6.3.3); and

· Establish configuration management of all system documentation, hardware, and software (see policy Chapter 10).

 

5.4.1.4
How is security considered in the implementation stage in the life cycle of an IT system?

The third stage in the system life cycle requires consideration of IT security before entering the operational environment.  This requires that system owners follow a continuous risk management process as described in this policy (Chapter 3, section 3.1) that ensures the system is certified and accredited before the system is placed into operation (see policy Chapter 6).

 

5.4.1.5
How is security considered in the operation and maintenance stage in the life cycle of an IT system?

The fourth stage in the system life cycle requires consideration of IT security in the daily operation of the system.  This requires that system owners follow a continuous risk management process as described in Chapter 3, section 3.1, of this policy.  This process includes:

· Maintenance of the IT system security plan (see policy section 4.3);

· Configuration management of system documentation, hardware, and software (see policy Chapter 10); 

· Update and testing of the contingency plan (see policy Chapter 9);

· ST&E testing and reviewing audit trails, which provide a periodic assessment of security control effectiveness (see policy section 6.3.3 and Chapter 18); and 
· Re-certification of systems at least every three years (see policy section 6.2.3).
 

5.4.1.6
How is security considered in the disposal or retirement stage in the life cycle of an IT system?

The fifth stage in the system life cycle requires consideration of IT security upon disposal or retirement of a system.  In this stage, the system owner or appropriate personnel (e.g., IT staff or supervisor responsible) must follow the requirements of section 13.8 of this policy, which addresses:

· the preservation and archival of federal records (historical record integrity and availability);

· the removal of sensitive information from the system drives (confidentiality); and

· the appropriate destruction or recycling of the system components.

 

5.5
What is the DOC policy for SA-4 ACQUISITIONS?
DOC requires that the operating units include security requirements and/or security specifications, either explicitly or by reference, in information system acquisition contracts based on an assessment of risk.  The systems and services provided by contractors include computer and telecommunication systems and services, as well as the testing, quality control, installation, and operation of computer equipment.  Additionally, contractors provide services and systems by

· providing IT services and systems at agency facilities;

· providing IT services and systems on behalf of the agency at contractor facilities;

· providing IT services and systems to an agency via remote access; and

· developing or maintaining IT systems or software.
 

5.5.1
What constitutes a “contractor operation?”
FISMA section 3544(a)(1)(A)(ii) describes Federal agency security responsibilities as including “information systems used or operated by an agency or by a contractor of an agency or other organization on behalf of an agency.”  Section 3544(b) requires that each agency provide information security for the information and “information systems that support the operations and assets of the agency, including those provided or managed by another agency, contractor, or other source.”  That is, agency IT security programs apply to all organizations (sources) which possess or use Federal information – or which operate, use, or have access to Federal information systems – on behalf of a Federal agency.  Such other organizations may include contractors, grantees, State and local governments, industry partners, etc.  In addition, OMB Circular A-11 provides that equipment is “used” by an agency whether the agency uses the equipment directly or it is used by a contractor under a contract with the agency that (1) requires the use of such equipment or (2) requires the use, to a significant extent, of such equipment in the performance of a service or the furnishing of a product.  DOC defines contractor operations as an arrangement wherein a third party is contracted by DOC to

· provide IT services and systems on behalf of Commerce at contractor facilities;

· provide IT services and systems to Commerce via remote access; and

· develop or maintain Commerce IT systems or software.
 

5.5.2
What controls and oversight are required for a “contractor operation?”
In consultation with IT Security Officers, system owners, and others involved in aspects of system security, Contracting Officers and Contracting Officer’s Technical Representatives must (1) include specific language in contracts to ensure applicability of DOC IT Security Program Policies to all DOC contract employees; and (2) ensure compliance with DOC IT Security policies through the conduct of self-assessments as described in section 6.3.1 of this policy.  In the acquisition cycle, they must follow a methodology consistent with National Institute of Standards and Technology (NIST) Special Publication 800-64, Security Considerations in the Information System Development Life Cycle.  This methodology ensures that IT security is addressed in the acquisition process.  The Commerce Acquisition Manual (CAM) section 1337.70, Security Processing Requirements for On-Site Service Contracts provides contract risk designation criteria and contract language for IT service contracts.  (Note:  Attachment 1 to CAM 1337.70 has been updated.  Please refer to DOC Manual of Security Policies and Procedures, Chapter 10.)  In addition, Procurement Memorandum 2003-09, Information Technology Security Clauses, requires inclusion of the following IT security clauses in IT contracts:

· Commerce Acquisition Regulation (CAR) 1352.239-73, Security Requirements for Information Technology Resources, and

· CAR 1352.239-74 Security Processing Requirements for Contractor/Subcontractor Personnel for Accessing DOC Information Technology Systems.

 

5.6
What is the DOC policy for SA-5 INFORMATION SYSTEM DOCUMENTATION?
DOC requires that the operating units ensure that adequate documentation for their information systems and constituent components are available, protected when required, and distributed to authorized personnel.

· Mandatory control enhancements for MODERATE and HIGH-impact systems: 

(1)
The operating unit includes documentation describing the functional properties of the security controls employed within the information system with sufficient detail to permit analysis and testing of the controls. 
· Mandatory control enhancements for HIGH-impact systems: 

(2)
The operating unit includes documentation describing the design and implementation details of the security controls employed within the information system with sufficient detail to permit analysis and testing of the controls (including functional interfaces among control components). 
5.6.1
What are the minimum DOC requirements for system documentation?

System documentation contains descriptions of the system hardware, software, policies, standards, procedures, and approvals related to the system life cycle and formalize the system’s security controls.  DOC requires that system owners ensure that sufficient documentation exists to provide an operating reference to effectively use software/hardware, and formal security and operational procedures have been documented, including the adequate completion of certification and accreditation processes.  Documentation must include but is not limited to all documentation of the security planning, certification and accreditation process, and configuration management of the hardware and software associated with the system as assembled in the System Accreditation Package:

· IT System Security Plan, which is a compilation of the following elements:

· IT System Security Plan document, 

· Risk Assessment, 

· Contingency Plan, 

· Incident Response Capability Procedure or service agreement, 

· Configuration Management Procedure, and

· System Interconnection agreements

· Security Assessment Report

· Certification Documentation Package (which consists of the Certification Work Plan, Certification Test Plan, and Certification Test Results).
· System-level Plan of Actions and Milestones (if applicable)
 

In addition, the system owner or other IT personnel may maintain supporting system development documentation, which may include

· vendor-supplied documentation of purchased software, 

· vendor-supplied documentation of purchased hardware, 

· application documentation for in-house applications, 

· detailed documentation on operation of networks, routers, and switches, 

· software and hardware acceptance testing procedures and results, and 

· user operations manuals. 

 

5.6.2
How are changes to system documentation controlled?

DOC requires that mechanisms to control changes to system security documentation address revisions to all system security planning system documentation (such as, security plans and contingency plans).  The system owner will ensure that a table of changes describing the brief nature of significant changes requiring revision to the document.
 

5.7
What is the DOC policy for SA-6 SOFTWARE USAGE RESTRICTIONS?
DOC requires that the operating units comply with software usage restrictions. 

5.7.1
Are there special provisions for copyrighted software?

All DOC employees must use and distribute commercial software in accordance with copyright laws and licensing agreements.  ITSOs, with the support of operating unit heads, will communicate the following software copyright rules of behavior guidance to all DOC employees:

· Install only software authorized by the system owner.

· Follow all provisions of the licensing agreements issued with the software and register organizational (governmental) ownership.

· Do not make any illegal copies of copyrighted software.  Normally the license will allow a single copy to be made for archival purposes.  If the license is for multiple users, do not exceed the authorized number of copies.

· Maintain written records of software installed on each system and ensure that a license or other proof of government ownership is on file for each piece of software.

· Store licenses, software manuals, and procurement documentation in a secure location (e.g., closed file cabinet, etc.).

· When upgrades to software are purchased, dispose of the old version in accordance with the licensing agreement to avoid a potential violation.  Upgraded software is considered a continuation of the original license, not an additional license. 

· If a copy of any software is detected that may not be copied or used consistent with the license associated with that software, then the system owner and/or the system support staff should be notified immediately so that appropriate action can be taken.

· If resources are protected by copyright or patent, they cannot be used except consistent with such copyright or patent.

 

5.8
What is the DOC policy for SA-7 USER INSTALLED SOFTWARE?
DOC requires that the IT Security Program Manager and operating units enforce explicit rules governing the downloading and installation of external software by users.  See section 5.11 below for management of internally-developed software.
5.8.1
Are there special provisions for user installed software?

The Department requires that operating units establish and enforce explicit rules governing the downloading and installation of software by users.

5.9
What is the DOC policy for SA-8 SECURITY DESIGN PRINCIPLES?
DOC requires that the operating units design and implement the information system using security engineering principles.  DOC requires that operating units design and implement the information system using security engineering principles as recommended by NIST Special Publication 800-27A, Engineering Principles for Information Technology Security (A Baseline for Achieving Security) Revision A.
5.10
What is the DOC policy for SA-9 OUTSOURCED INFORMATION SYSTEM SERVICES?
FISMA states that “each agency shall...provide information security for the information and information systems that support the operations and assets of the agency, including those provided or managed by another agency, contractor, or other source.”  Information security is an essential component of the acquisition, development, management, and oversight of IT systems and services delivered by contractors.  When relying on contractors, Commerce transfers operational responsibilities for performing one or more IT service(s) to one or more external providers.  However, the overall responsibility and accountability for securing the information and systems remains with Commerce.  Therefore, DOC requires that the operating units ensure that third-party providers of information system services employ adequate security controls in accordance with applicable federal laws, directives, policies, regulations, standards, guidance, and established service level agreements.  DOC also requires that the operating units monitor security control compliance as discussed in section 5.5.2.
 

5.11
What is the DOC policy for SA-10 DEVELOPER CONFIGURATION MANAGEMENT?
DOC requires that the operating units ensure that information system developers create and implement a configuration management plan that controls changes to the system during development, tracks security flaws, requires authorization of changes, and provides documentation of the plan and its implementation. 

5.11.1
Are there special configuration management provisions for system developers?

DOC requires that the information system developer creates and implements a configuration management plan that controls changes to the system during development, tracks security flaws, requires authorization of changes, and provides documentation of the plan and its implementation.  See section 5.5.2
 for specific IT security clauses to include in the contract.

5.12
What is the DOC policy for SA-11 DEVELOPER SECURITY TESTING?
DOC requires that the operating units ensure that information system developers create a security test and evaluation plan, implement the plan, and document the results.  Developmental security test results may be used in support of the security certification and accreditation process for the delivered information system.  See section 5.5.2
 for specific IT security clauses to include in the contract.

6
Certification, Accreditation, and Security Assessment

 

6.1
What is system Certification and Accreditation (C&A)?

ADVANCE \d6Certification and Accreditation (C&A) is the process of formal assessment, testing (certification), and acceptance (accreditation) of system security controls that protect IT systems and data stored in and processed by those systems.  It is a process that encompasses the system’s life cycle and ensures that the risk of operating a system is recognized, evaluated, and accepted.  The C&A process implements the concept of “adequate security,” or security commensurate with risk, including the magnitude of harm resulting from the unauthorized access, use, disclosure, disruption, modification, or destruction of information, which is defined in OMB Circular A-130.
ADVANCE \d66.1.1
What does DOC require for Certification, Accreditation, and Security Assessment controls?

DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, certification, accreditation, and security assessment controls listed in Table 6:

 

	Certification, Accreditation, and Security Assessment

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	CA-1 
	Certification, Accreditation, and Security Assessment Policies and Procedures 
	CA-1 
	CA-1 
	CA-1 

	CA-2 
	Security Assessments 
	CA-2 
	CA-2 
	CA-2 

	CA-3 
	Information System Connections 
	CA-3 
	CA-3 
	CA-3 

	CA-4 
	Security Certification 
	CA-4 
	CA-4 
	CA-4 

	CA-5 
	Plan of Action and Milestones 
	CA-5 
	CA-5 
	CA-5 

	CA-6 
	Security Accreditation 
	CA-6 
	CA-6 
	CA-6 

	CA-7 
	Continuous Monitoring 
	CA-7 
	CA-7 
	CA-7 


Table 6:  Certification, Accreditation, and Security Assessment Controls
 

6.2
What is the DOC policy for CA-1 CERTIFICATION, ACCREDITATION, AND SECURITY ASSESSMENT POLICIES AND PROCEDURES?
DOC requires that the IT Security Program Manager, and operating units as necessary, develop, disseminate, and periodically review/update: (i) formal, documented, security assessment and certification and accreditation policies that address purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the security assessment and certification and accreditation policies and associated assessment, certification, and accreditation controls.

6.2.1
What methodology does DOC require for implementing a C&A process?

ADVANCE \d6DOC requires that C&A processes are consistent with the methodology in National Institute of Standards and Technology (NIST) Special Publication 800-37, Guide for the Security Certification and Accreditation of Federal Information Systems.  The DOC Process and Minimum Implementation Standard for IT System Security Certification and Accreditation (C&A) (Appendix H of this policy) details the mandatory process and minimum implementation requirements for the conduct of C&A by all DOC operating units to ensure consistency with the NIST guidance.  In addition, this Departmental C&A standard describes the requirements for the consistent and comprehensive completion of required certification testing and assembly of the Security Accreditation Package (SAP).

In brief, DOC requires operating units to follow a four-phase C&A process as outlined below, and as detailed in NIST Special Publication 800-37.

· In the Initiation Phase, the system owner prepares for the system certification effort.  The authorizing official (AO) may assign a certification agent at any time during this phase.  The following seven steps summarize key activities and documents involved in this phase.
1. The system is defined and the system owner documents the description, environment, and sensitivity portions of the IT system security plan.
2. The system owner assembles a risk assessment team to conduct the risk assessment.  The preliminary phase of this task identifies the threats to the system, the system’s vulnerability to the threats, and the controls necessary to provide adequate security.
3. Next, the certification agent, or the risk assessment team assembled by the system owner, assess the state of controls in place to verify the adequacy of controls and further refine the risk assessment based on the test results so that it identifies comprehensively the threats and risks to and vulnerabilities of a system that could result in damage or compromise to the system or data.  This risk is then mitigated by the introduction of additional security controls as needed, resulting in a reduced risk.  Upon completion of testing, the certification agent, or team, reviews the results with the system owner and the authorizing official (or their designated representative
).  The system owner then prepares a plan of actions and milestones to track corrective actions necessary to mitigate vulnerabilities and reduce risk to a level acceptable to the authorizing official.  The remaining risk, referred to as the residual risk, is the risk not eliminated by implementation of security controls or countermeasures.
4. The system owner updates the narratives for the IT system security plan
 controls based on the results of the risk assessment.
5. The system owner or certification agent documents a Certification Work Plan, which states the certification level of effort based on the DOC graduated scale of three certification levels related to the system impact level
.  The Certification Work Plan also includes a project schedule and list of key activities, resources (tools and personnel), and milestones for the process.
6. The system owner assembles the following documents into the Security Accreditation Package:
a) The IT system security plan as developed by the system owner and updated by the risk assessment team.  Components of the IT system security plan, including the contingency plan and incident response procedures may also be included if available.

b) The completed risk assessment.

c) The security test and evaluation results.

d) The POA&M if required as indicated by the security test and evaluation results and as determined appropriate by the system owner to achieve an acceptable risk level.

e) The Certification Work Plan.

7. The system owner then meets with the authorizing official (AO) or their designated representative (AODR) to review the risk assessment results and obtain security plan approval and request assignment of a certification agent if one has not already been assigned.  At the conclusion of the Initiation Phase, the security plan, approved by the AO or AODR is added to the Security Accreditation Package.
· In the Security Certification phase, the certification agent must prepare for, conduct, and evaluate the results of tests to validate the effectiveness of system controls.  The certification agent supports the AO by assessing the management, operational, and technical security controls that are documented in the Certification Documentation Package, including the conduct of appropriate testing.  The results of this assessment are summarized in the Security Assessment Report.  The certification agent begins this process by reviewing the IT system security plan, and the risk assessment.  The results of the certification process are used to reassess the risks and update the IT system security plan and the risk assessment, so as to provide a comprehensive factual basis for the authorizing official to make the security accreditation decision.  The following ten steps summarize key activities and documents involved in this phase.
1. The certification agent or team collects all system-related documentation, including the SAP prepared by the system owner.
2. The certification agent documents a Certification Test Plan that describes the test methods, tools to be used, and test procedures to be performed for security control testing as required by the certification level of effort
.
3. The certification agent or team conducts the testing in accordance with the Certification Test Plan and also documents the certification test results.
4. The certification agent assembles the following documents from the process into the Certification Documentation Package:
a) Certification Work Plan, updated with actual completion dates for the conclusion of testing.

b) Certification Test Plan.

c) Certification test results.

5. The certification agent prepares the Security Assessment Report, which documents his or her opinion regarding the evaluation of test results with consideration for the system risk.  The certification agent must recommend corrective actions where appropriate if control deficiencies were identified from the testing.  DOC does not require that minor, readily correctable weaknesses (e.g., on-the-spot corrections and those completed prior to the operation and maintenance phase of a system) be tracked by the system owner on a plan of action and milestones (POA&M).  However, DOC does require that weaknesses of a significant nature and those not readily corrected – for example, those identified in the IT system security plan as “planned” and those expressly identified by the authorizing official in their accreditation decision letter – must be tracked on a system-level POA&M.
6. The certification agent adds the following into the Security Accreditation Package:

a) The Certification Documentation Package.

b) The Security Assessment Report.

7. The certification agent provides the Security Accreditation Package to the system owner.

8. The system owner reviews the Security Assessment Report and takes appropriate action to update the security plan documentation or develop a POA&M for tracking corrective actions recommended by the certification agent which they determine to be cost-effective.

9. The system owner assembles the completed Security Accreditation Package, in the following order:

a) the Security Assessment Report, then

b) the POA&M, then 

c) a section that includes the updated, final, approved IT system security plan and other associated documents such as the risk assessment and the contingency plan, and finally 

d) a section that includes the Certification Documentation Package.

The system owner also prepares a transmittal memo to the AO requesting accreditation.

10. The system owner provides the transmittal and Security Accreditation Package to the AO or the AODR.  The system owner may offer to brief the AO regarding the certification effort.

· In the Security Accreditation Phase, the AO reviews and evaluates the Security Accreditation Package and determines whether the residual risk is acceptable.  The AO may have the system owner provide a briefing regarding the results of the certification effort.  By documenting the accreditation decision
, the AO accepts responsibility for the security of the system and becomes fully accountable for any adverse impacts to the agency relative to agency operations, agency assets, or individuals.  The following four steps summarize key activities and documents involved in this phase.

1. The AO reviews and evaluates the Security Accreditation Package as assembled by the system owner, especially the SAR prepared by the -.  The AO determines whether the residual risk to the system (after application of security controls either already in place or scheduled) is acceptable and whether there is adequate protection of the system and data for the system to be authorized to be operational (accredited).

2. The AO retains a copy of the Security Accreditation Package and provides the system owner with the original Security Accreditation Package and the accreditation decision letter.

3. The system owner acknowledges the accreditation decision by responding to the AO in writing, and updates the POA&M if so directed by the AO in the accreditation decision letter.

4. The system owner retains the accreditation decision letter and a copy of their acknowledgement with the Security Accreditation Package.

· In the Continuous Monitoring phase, the system owner maintains the level of acceptable risk for the system by implementing effective configuration management mechanisms, conducting periodic testing of controls, and performing required FISMA reporting activities including maintaining IT inventories and POA&Ms.  In addition, the system owner ensures that systems undergo re-certification/re-accreditation when the configuration management process documents that a major modification has occurred, or at least every three years.

ADVANCE \d66.2.2
What systems require certification and accreditation?

ADVANCE \d6Information system owners must ensure that all DOC IT systems, both national and non-national security, have been certified and are accredited.  All IT systems require certification as a prerequisite to obtaining an accreditation decision.

6.2.3
When must systems undergo certification and accreditation?

ADVANCE \d6Information system owner
s must ensure that certification and accreditation has been completed prior to permanent operation of a system within a Commerce computing environment as well as upon a significant change to the system or at least every three years, which ever occurs first (referred to as re-certification and re-accreditation).  For purposes of a system pilot prior to operational rollout (during the implementation phase of the system or new system module), DOC requires that limited incremental tests of security controls, at the determination of the certification agent, occur prior to the pilot to ensure that the pilot does not introduce unacceptable risk of harm to the operational environment.  Such tests might include validation of system/module security configuration settings, and functioning of anti-virus software and other protective measures.

6.2.4
How is the system’s accreditation boundary defined?

For the purpose of accreditation, information resources must be uniquely assigned to an information system, which defines the security accreditation boundary for that system.  The accreditation boundary will normally be the same as the boundary defined for the system being accredited, which must be explicitly defined in the System Security Plan.  The boundary for accreditation purposes must be defined using the following criteria:

· IT system resources to be accredited are under the same direct management control, or agreements are documented that establish shared management structures.  For example, the CIO and a senior program official may share management responsibilities where the program official’s part of the system resides on the network controlled by the CIO.  In such instances, these parties may co-accredit the system.

· IT system resources to be accredited have the same function or mission objective and essentially the same operating characteristics and security needs.

· IT system resources to be accredited reside in the same general operating environment (or in the case of a distributed information system, reside in various locations with similar operating environments).

· To ensure cost-effective controls, accrediting officials should consider the security categories for confidentiality, integrity, and availability as determined through application of the criteria in Federal Information Processing Standard 199, Standards for Security Categorization of Federal Information and Information Systems, and partition IT system resources that share common security categories where possible.

6.2.5
Who is involved in the certification and accreditation process?

Section 2.1 of the IT Security Program Policy describes roles with significant IT security responsibilities, including those of the Chief Information Officer (CIO), the IT Security Program Manager, operating unit CIOs, operating unit IT Security Officer
s, and information system owner
s.  In addition, the following four roles perform key functions in the certification and accreditation (C&A) of a Commerce IT system:ADVANCE \d6
· Authorizing Official:  Also referred to as the Designated Approving Authority (DAA) , the authorizing official (or approving/accrediting authority) must be a senior Commerce program official or other Commerce executive with the authority to take formal responsibility for operating an information system at an acceptable level of risk to agency operations, agency assets, or individuals.  Newly assigned authorizing officials must review the system’s Security Accreditation Package, which includes the System Security Plan, the Certification Documentation Package, the Security Assessment Report, and the Plan of Actions and Milestones (planned corrective actions), together with the prior Authorizing Official’s accreditation letter and any documentation relating to that official’s decision, to determine if a re-accreditation action is warranted.  The authorizing official may delegate any of these required responsibilities to an authorizing official’s designated representative except making a fully informed security accreditation decision and signing the associated accreditation decision letter.  In instances where two parties, such as the CIO and a senior program official, share management responsibilities (for example, the program official’s part of the system resides on the network controlled by the CIO), these parties may co-accredit the system.

· Authorizing Official’s Designated Representative:  An optional role, the authorizing official’s designated representative is a Commerce management employee acting on the authorizing official’s behalf in coordinating and carrying out accreditation-related activities required during the security accreditation of an information system.  The designated representative interacts with the system owner, system security officer, certification agent, and other interested parties, and may be empowered by the authorizing official to make decisions with regard to the planning of the C&A activities, including identification of resources necessary to carry out the C&A activities.  The representative may also oversee preparation of the system security plan, including and the initial determination of risk to agency operations, assets, and individuals, and to ensure that the risk assessment that is part of the system security plan is updated as appropriate following the results of the certification agent’s assessment.  Such a Representative must ensure that the Authorizing Official has sufficient information to make a fully informed decision relative to accrediting the system for operation, taking into account the residual risk as set out by the certification agent.  The designated representative must ensure that the documentation package is complete, including documentation that the Authorizing Official personally reviewed all key parts of the Security Accreditation Package and received any necessary briefings to support this decision.  The Department IT Security Program Manager or operating unit IT Security Officer may function as the authorizing official’s designated representative. 

· Certification Agent:  Also referred to as the System Certifier, the certification agent is an individual, group, or organization (federal or contractor personnel) responsible for conducting a security certification, or comprehensive assessment of the management, operational, and technical security controls in and information system to determine the extent to which the controls are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting the security requirements for the system.  The certification agent also provides the information system owner with an assessment of the system security plan to ensure the plan provides a complete and consistent security specification for the information system that is adequate to meet all applicable security requirements, and recommends corrective actions to reduce or eliminate vulnerabilities in the system.  The certification agent provides the information system owner adequate information necessary to update and complete the risk assessment within the system security plan based on the results of the assessment.  The certification agent documents the certification process activities in a certification documentation package (CDP) and the certification results in the Security Assessment Report and provides these to the system owner.

· User Representative:  User representatives are individuals that represent the operational interests of the user community and serve as liaisons for that community throughout the system development life cycle of the information system.  The user representative assists in the C&A process, when needed, to ensure mission requirements are satisfied while meeting the security requirements and employing the security controls defined in the system security plan.

 

6.3
What is the DOC policy for CA-2 SECURITY ASSESSMENTS?
In accordance with FISMA and OMB policy, DOC requires that the IT Security Program Manager and operating units conduct assessments of the effectiveness of IT security programs and of security controls in information systems at least annually to determine the extent to which the controls are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting the security requirements for the system.  The annual assessments shall follow the requirements set forth in sections 6.3.1 and 6.3.2 below.  Section 6.3.3 describes testing associated with certification and re-certification of systems.

6.3.1
Operating Unit Program and System Self-Assessments

 

6.3.1.1
Why are operating units required to perform self-assessments?

OMB Circular A-130, Appendix III, Security of Federal Automated Information Resources, requires agencies to develop, implement, and review a comprehensive, agency-wide security program that includes reviews of controls and periodic assessments of security risks to information systems and data.  The DOC uses security review information for assessing its IT security posture agency-wide, while the Office of Management and Budget (OMB) uses it in its budget considerations.

 

6.3.1.2
How do the operating units meet self-assessment requirements?

DOC requires all operating units to complete annual reviews, or self-assessments, of each national and non-national security system.  The operating unit’s IT Security Officer performs program-level self-assessments and ensures that system owners complete self-assessments of systems under their responsibility following the checklist developed by the National Institute of Standards and Technology (NIST) Special Publication 800-26, Security Self-assessment Guide for Information Technology Systems 


Program-Level reviews 

· Follow the NIST Special Publication 800-26, Appendix C, self-assessment guide.  This provides a common reporting mechanism across the DOC.  Completed checklists initially provide a baseline for measuring effective implementation of security controls, and subsequent assessments measure progress in improving security controls.

· Evaluate the operating unit’s efforts to develop, implement, and maintain a security program, in accordance with the IT Security Program Policy and Minimum Implementation Standards, that manages risk and ensures adequate security of systems under the operating unit’s control (including those at contractor facilities),

· Evaluate the operating unit’s continuity of operations planning in support of DOC Critical Infrastructure Protection (CIP) efforts, and

· Identify best practices in use by operating units and share these practices with other operating units within the Department.

 

System-level reviews

· Cover every operational general support system and major application, including both federal and contractor owned/operated, both budget line item major system projects as defined in the Department’s capital asset budget planning required by OMB Circular A-11, minor systems as defined by National Institute of Standards and Technology (NIST) Special Publication (SP) 800-18, Guide for Developing Security Plans for Information Technology Systems, as well as national security systems.

· Follow the NIST Special Publication 800-26, Appendix A, self-assessment guide and checklist (or version mapped to NIST Special Publication 800-53).  This provides a common reporting mechanism across the DOC.  Completed checklist questionnaires initially provide a baseline for measuring effective implementation of system security controls, and subsequent assessments measure progress in improving security controls.

 

6.3.1.3
Are there provisions for software licensing audits?

IT Security Officers (ITSOs) must ensure that system owners and end users are aware of the consequences for violating software copyrights.  The ITSO should report any infringements identified during the normal course of control monitoring and self-assessment to the violator’s supervisor and notify the Office of the Inspector General.  

 

6.3.2
DOC Compliance Reviews

 

6.3.2.1
What are Compliance Reviews?

Compliance reviews evaluate, independent of the self-assessment
s of programs and systems performed by the operating units, the effectiveness of the IT Security Program at each operating unit.  Whereas the self-assessments provide a check of IT security controls, compliance reviews provide the balance to validate data and ensure reporting of reliable program status to senior management as part of the IT system inventory.  The DOC performs Compliance Reviews of all operating unit IT Security Programs and selected system security controls to assess the effectiveness of the operating unit’s implementation of IT security requirements using a variety of established and customized review methodologies.  To the extent practicable, the review methodology follows generally accepted assessment guidelines, such as NIST Special Publications, Government Accountability Office audit guides, and Department of Defense Security Readiness Review guides.  The IT Security Program Manager must explain the methodology for the review each year prior to the start of the review.  The IT Security Program Manager uses a risk management approach to identify program and issue-specific areas and to select samples for review.  Compliance Review teams must consist of personnel external to the operating unit and independent of the systems and programs under review – such as, the Department, another operating unit, or third party contractor.

 

6.3.2.2
Why does DOC perform Compliance Reviews?

OMB Circular A-130, Appendix III, Security of Federal Automated Information Resources, requires agencies to develop, implement, and review a comprehensive, agency-wide security program.  This program includes periodic assessments of security risks to information systems and data.  Within DOC, each review provides the Department CIO and operating unit CIOs with an independent assessment of the operating units’ security posture and they provide support for determining the existence of material weaknesses within the Department’s IT Security Program.  The reviews enable identification of IT security weaknesses requiring correction as well as strengths and best practices across the Department.  The review process improves the Department’s overall security posture by monitoring compliance with Department policies.

 

6.3.2.3
What is a “material weakness?”

OMB Circular A-130, Appendix III, Security of Federal Automated Information Resources, defines an IT security material weakness as a significant deficiency in IT security policy, procedures, or practices, such as absence of system security plans and failure to properly certify and accredit systems before operation.  Such weaknesses significantly impair the Department’s ability to protect its data and IT systems.

 

6.3.2.4
Who identifies a material weakness in IT security?

Only the Secretary of Commerce has authority to declare an official material weakness.  However, the Department CIO and Inspector General make recommendations to the Secretary regarding possible material weaknesses in IT security.

 

6.3.2.5
Who determines whether a particular weakness is “material”?

The DOC CIO recommends to the Secretary of Commerce that he has determined a material weakness in IT security exists for the Department as a whole.  To establish whether to record that a material weakness exists in IT security, the CIO has the prerogative of using staff, outside consultants, or ad hoc groups for advice, but the decision is the CIO’s.  OMB Circular A-127, OMB Circular A-130, Appendix III, provides guidance on identifying and evaluating material weaknesses.

 

6.3.2.6
What happens when a material weakness is identified?

The Department CIO must report any material weaknesses discovered in IT security through the CIO's annual Federal Manager’s Financial Integrity Act (FMFIA) report to the Secretary of Commerce.  If the Department CIO recommends to the Secretary that a material weakness in IT security exists, the Department CIO may confer with the Inspector General and the operating unit head and CIO of operating units contributing to the material weakness.  The objective is for the operating unit officials to be aware of the decision.

 

6.3.2.7
When can a material weakness designation be lifted?

Only the Secretary of Commerce has authority to lift an officially reported material weakness.  The Department CIO, in consultation with the Office of Inspector General and the Chief Financial Officer/Assistant Secretary for Administration, recommends to the Secretary when a designation of material weakness in IT security should be lifted.

6.3.3
Security Test and Evaluation (ST&E)

 

6.3.3.1
What is security test and evaluation (ST&E)?

ST&E is the process used to examine the effectiveness of IT system controls with the objective of determining the true risk, or exposure, of the system to certain threats.  NIST Special Publication 800-30, Risk Management Guide for Information Technology Systems, section 3.3.2, and NIST Special Publication 800-37, Guide for the Security Certification and Accreditation of Federal Information Systems, section 3.1 (subtask 1.4), identify ST&E as a method to identify system vulnerabilities.  In addition, NIST Special Publication 800-37, section 3.2 (subtask 4.1) identifies ST&E as a means to document the basis for residual risk in the certification and accreditation process.  Through the conduct of control tests, the IT Security Officer and system owner identify vulnerabilities that result from improper use of controls, missing controls, inherent system vulnerabilities, or mismanagement.  ST&E analyzes the current state of the system by reviewing the system objects, and searching for anomalies that might indicate vulnerabilities that could permit an attack.  ST&E results in development of a plan of actions and milestones to track corrective actions necessary to mitigate vulnerabilities and reduce risk.

 

6.3.3.2
How often is ST&E testing performed?

DOC operating unit security programs must include security test and evaluation testing throughout a system’s implementation and operational life cycle phases.  The following are three key milestones that involve security test and evaluation.

· The risk assessment
 must address the results found during the security test and evaluation testing to measure residual risk.

· Testing during the certification and accreditation (and re-certification/re-accreditation) process defines for the authorizing official and system controls that need corrective action.

· DOC requires that the system owner must perform (or hire a vendor to perform) self-assessment
s of management, operational, and technical controls annually.

 

6.3.3.3
Who performs ST&E testing?

During the certification and accreditation process, the certification agent or risk assessment team conducts and documents testing of the system controls.  The certification agent must document a Certification Test Plan that describes the test methods, tools to be used, and test procedures to be performed.  The certification agent or team also documents the certification test results.  In addition, the system owner must build upon the certification agent’s Certification Test Plan to develop an ongoing vulnerability testing plan for periodic testing during the operational life of the system, and include the plan as part of the IT system security plan
 documentation to describe reviews of security controls methodology and procedures.  The system owner must conduct (or hire a vendor to conduct) testing on a regular basis and at critical milestones, such as significant changes to the system.

 

6.3.3.4
What must be included in ST&E testing?

For high and moderate impact systems undergoing certification or re-certification, DOC requires that the certification agent – an individual independent of daily system operations – select, or develop when needed, appropriate methods and procedures to assess the security controls in the information system.  For low-impact systems, the information system owner

 may employ the services of the Information System Security Officer or other designated individuals (including contractors) to select or develop when needed, the appropriate methods and procedures necessary to conduct a self-assessment of the information system security control baseline as prescribed by this policy.  For low-impact systems, a certification agent independent of daily system operations is not required to participate in the ST&E process, but is still required to review the ST&E results and prepare the Security Assessment Report and Certification Documentation Package.
The rigor of testing must be commensurate with the system’s security categorization and the test plan or procedure must describe the steps and tools that will be followed for testing all of the applicable baseline controls in the following control families:

· evaluation of the effectiveness of management controls; 

· evaluation of the effectiveness of operational controls; and 

· evaluation of the effectiveness of technical controls. 

 

Upon completion of testing, the certification agent reviews the certification test results with the system owner and the authorizing official (or their designated representative
).  The system owner then prepares a plan of actions and milestones to track corrective actions necessary to mitigate vulnerabilities and reduce risk to a level acceptable to the authorizing official.

 

6.3.3.5 What methods are used for testing controls?

Individual tests must evaluate system conformance with the control requirements, mission, environment, and architecture as defined in the IT system security plan
.  Documented test plans and procedures must address all the security controls and provide evidence of the amount of residual risk sufficient to support a fully informed risk decision.  The test results must validate the proper integration and operation of all security features, and the certification agent’s evaluation of the results must be documented as part of the Certification Documentation Package.  Recommended methods to test controls include

· Collection and review of all documents and supporting materials included or referenced in the IT system security plan; security reviews audits; security certifications; self-assessment
s; prior security test and evaluation reports; privacy impact assessments; training records; ISO/IEC 15408 (Common Criteria) validations; and FIPS 140-2 validations.  This review of documentation will assist in 

· System Management Analysis - The system management infrastructure must be examined to determine whether it adequately supports the maintenance of the environment, mission, and architecture described in the security plan.  Infrastructure components include the security policies, system and security management organizations, security training and awareness, rules of behavior, incident response plan and procedures, virus detection procedures, and the configuration management organization and processes.  These components may provide insight into security of operations at the site. 

· Contingency Plan Evaluation - The contingency plan evaluation task analyzes the contingency, back-up, restoration, and continuity of service plans to ensure the plans are consistent with the requirements identified in the security plan.  The plans should consider a range of service interruptions from minor to major disasters caused by events such as power outages, system failure, natural disasters, enemy actions, or malicious code.  Periodic testing of the contingency plan for Moderate and High impact systems is required by section 9 of this policy, and the contingency plan must document the test procedures and results of the last test. 

· Site Evaluation – Physical observations of the system site (e.g., facility, data center, server room, and end user work areas) validates that the controls at the site are as documented in the security plan, and that controls are in place and functioning.  The site evaluation analyzes the personnel security, physical security and environmental controls to determine if they pose any unacceptable risks to the information system.  Where the system is not confined to a fixed site (mobile systems and systems embedded in ships or aircraft), the system may be examined at representative sites or environments. 

· Technical Vulnerability Assessment - The vulnerability assessments include automated scans and reviews of software configuration settings to test the operation of the system and application software technical controls to determine if the risk to confidentiality, integrity, availability, and accountability from internal and external threat sources from known vulnerabilities is being maintained at an acceptable level and that secure configuration policies are maintained.  Automated tools are available commercially as well as freeware for the conduct of vulnerability scans and configuration policy verification.  DOC recommends use of multiple tools to confirm the results and ensure no vulnerabilities were overlooked. 

· Penetration testing is strongly recommended for certification testing of Low- and Moderate-impact systems, and is required for certification testing of all systems of a High-impact system certification effort.  Penetration testing assesses the system’s ability to withstand intentional attempts to circumvent system security features by exploiting technical security vulnerabilities.  Penetration testing may include insider and outsider penetration attempts, both physical and logical, based on common vulnerabilities for the technology being used and the facility in which it is housed. 

 

6.3.3.6 Where can I get more information on risk assessment and ST&E testing?

DOC recommends staff consult the following guidance: 

· National Institute of Standards and Technology (NIST) Special Publications (SP) and resources: 

· Special Publication 800-42, Guideline on Network Security Testing; 

· Special Publication 800-6, Automated Tools for Testing Computer Systems Vulnerability; 

· Federal Information Processing Standard 191, Guideline for the Analysis of Local Area Network Security, and 

· ICAT database of common vulnerabilities and exposures for all operating systems, including a vulnerability and threat portal for U.S. Government attack and vulnerability services; 

· Government Accountability Office (GAO, formerly the General Accounting Office) publications: 

· Core Financial System Requirements: Checklist for Reviewing Systems Under the Federal Financial Management Improvement Act (GAO/AIMD-00-21.2.2); 
· Federal Information System Controls Audit Manual (GAO/AIMD-12.19.6); 

· Grant Financial System Requirements: Checklist for Reviewing Systems Under the Federal Financial Management Improvement Act (GAO-01-911G); 

· Guide for Evaluating and Testing Controls Over Sensitive Payments (AFMD-8.1.2); 

· Human Resources and Payroll Systems Requirements: Checklist for Reviewing Systems Under the Federal Financial Management Improvement Act (GAO/AIMD-00-21-2-3); 

· Internal Control Management and Evaluation Tool (GAO-01-1008G); 

· Inventory System Checklist: Systems Reviewed Under the Federal Financial Management Improvement Act of 1996 (AIMD-98-21.2.4); 

· Property Management Systems Requirements: Checklist for Reviewing Systems Under the Federal Financial Management Improvement Act (GAO-02-171G); and 

· Travel System Requirements: Checklist for Reviewing Systems Under the Federal Financial Management Improvement Act (GAO/AIMD 21.2.8); 

· GAO/AIMD-98-68 Executive Guide: Information Security Management; and 

· GAO/AIMD-00-33 Information Security Risk Assessment: Practices of Leading Organizations. 

· Department of Defense Security Readiness Review guides. 

 

6.4
What is the DOC policy for CA-3 INFORMATION SYSTEM CONNECTIONS?
DOC requires that the system owner authorize all connections from the information system to other information systems outside of the accreditation boundary and monitors/controls the system interconnections on an ongoing basis.  The Department requires that system owners utilize the methodology for documenting system support and interconnectivity agreements as developed in accordance with NIST Special Publication 800-47, Security Guide for Interconnecting Information Technology Systems.

 

6.5
What is the DOC policy for CA-4 SECURITY CERTIFICATION?
DOC requires that the operating unit authorizing official
s ensure the conduct of an assessment of the security controls in the information system to determine the extent to which the controls are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting the security requirements for the system.

6.5.1 What are the different levels of effort involved in the C&A process?

DOC requires that system owners and certification agents follow the criteria in the following tables for determining which of three certification levels of effort to implement.  Using the system impact level
, the level of effort to be applied is described in Table 6.5.1 below.

 

Table 6.5.1:  Certification Level of Effort certification level determination.

	System Impact Level
	Certification Level of Effort

	Low-impact system
	Certification requires accomplishment of all of the following (Note: certification agent does not need to be independent of daily system operations):

1. Completion of NIST 800-26 controls checklist, mapped to the baseline controls as applicable in accordance with this policy, to validate system owner’s self-assessment findings.

1. Requires interviews of key personnel, reviews of documentation, and physical observation supporting implementation of management, operational, and technical controls as documented in the security plan (for example, review training records to ensure training of personnel; review configuration change control documentation for authorization and documentation of selected system changes; review system configuration policy and verification of selected settings for application controls, system software security, and user account policies; etc.).

	Moderate-impact system
	Certification analysis requires accomplishment of all of the following by a certification agent independent of daily system operations:

1. Level 1 testing

2. Vulnerability scans to measure the strength of the technical controls and the system’s ability to protect against external threats

	High-impact system
	Certification analysis requires accomplishment of all of the following by a certification agent independent of daily system operations:

1. Level 1 and 2 testing

2. Penetration testing of technical controls to measure extent to which residual risk exists and is consistent with that acceptable by the Authorizing Official.


 

6.5.2
What documentation is required in the Commerce IT Security Accreditation Package (SAP)?

ADVANCE \d6The IT security accreditation package (SAP) for a Commerce system documents the results of the security certification and provides the authorizing official
 with the essential information needed to make a credible, risk-based decision on whether to authorize operation of the information system.  The security accreditation package contains the following documentation:

· System Security Plan (SSP) that has been prepared by the system owner and previously approved by the authorizing official (or their designated representative)].  The System Security Plan includes (either as supporting appendices or as references) other key security-related documents for the system including, but not limited to: the IT system security plan, risk assessment, contingency plan, incident response plan, configuration management plan, and any system interconnection agreements.

· Security Assessment Report (SAR) that has been prepared by the certification agent referencing the complete certification documentation package.  The report provides (i) the results of assessing the security controls in the system to determine the extent to which the controls are implemented correctly operating as intended, and producing the desired outcome with respect to meeting the system security requirements; and (ii) recommendations for correcting deficiencies in the security controls and reducing or eliminating identified vulnerabilities.

· The supporting Certification Documentation Package may be maintained separately from the rest of the SAP, but must be managed by the system owner as part of the official SAP upon which the SAR was based and the accreditation decision was made.  It includes, at a minimum, 

· Certification Work Plan.  The Certification Work Plan documents the certification and accreditation certification level of effort 
 and project management information (at a minimum the tasks, resources, and milestones).  The project management section may be in table format, Microsoft Project, or equivalent narrative.  The Certification Work Plan lists key resources necessary to complete the C&A.  Resources may include automated scanning software tools, or specialized contract support for activities.  The Work Plan also lists the key roles and assigned personnel involved, including, at a minimum, the Authorizing Official and their designated representative (if applicable), the information system owner, the IT Security Officer, the certification agent, and certification team members (if applicable).

· Certification Test Plan.  The Certification Test Plan documents the scope and procedures for testing of the system’s control baseline.  At a minimum, DOC requires that it list all management, operational, and technical controls required by the IT system security plan
, and specifies the test method to be followed (e.g., document review, interview, observation, technical scan, etc.).

· Certification Test Results.  The Certification Test Results consist of the raw data collected from application of the test methods in the Certification Test Plan.

· Plan of Action and Milestones (POA&M), prepared by the system owner during the certification effort or after reviewing the SAR, describes the measures that have been implemented and that are planned and scheduled (1) to correct any deficiencies noted during the assessment of the security controls, and (2) to reduce or eliminate known vulnerabilities in the system.  The authorizing official may, after review of the SAP, direct the system owner in the accreditation decision letter to address additional corrective actions that the system owner must add to the POA&M.

 

6.6
What is the DOC policy for CA-5 PLAN OF ACTION AND MILESTONES?
DOC requires that the operating unit develops and updates monthly, a plan of action and milestones for the information system that documents the organization’s planned, implemented, and evaluated remedial actions to correct any deficiencies noted during the assessment of the security controls and to reduce or eliminate known vulnerabilities in the system.

6.6.1
What does the Department require if there are findings from an audit, review, or self-assessment?

The operating unit IT Security Officer, through the operating unit CIO, must ensure the development and management of a process to track actions to correct weaknesses in critical elements of Commerce operating unit’s IT Security Program and system security controls.  At a minimum, DOC requires that the operating unit, and the Department IT Security Program Manager in the case of Department-level deficiencies, must document in a plan of actions and milestones (POA&M) all IT security control deficiencies warranting corrective action that were identified by

· the Secretary of Commerce, and resulting in a material weakness in the Department’s Annual Performance and Accountability Report,

· an external audit or evaluation (e.g., the Government Accountability Office or the Office of Inspector General),

· DOC IT Security Program Manager compliance reviews
,

· internal operating unit evaluations (e.g., IT system security plans documenting “planned” controls, self-assessment
s, periodic security test and evaluation, contingency plan testing, or through the system certification and accreditation process).

6.6.2
What information must be in the plan of actions and milestones (POA&M)?

The DOC Process and Minimum Implementation Standard for IT Security Plans of Action and Milestones (POA&Ms) and Performance Metrics (Appendix E) details the process and minimum implementation requirements for completion of POA&Ms by all DOC operating units in accordance with guidance issued by the Office of Management and Budget.  In addition, the POA&M standard describes the specifications for the consistent and comprehensive completion of required updates of its IT security POA&Ms and establishes reporting schedules and formats for POA&Ms.  At a minimum, the POA&M must include:

· A brief statement of the weakness
 to be addressed—this may include restating an audit finding caption or a system self-assessment
 critical control element;

· Responsibility for implementing the corrective actions
;

· Estimated funding resources required to resolve the weakness (such as funding reallocations, contracted services, or equipment or software purchases);

· Scheduled completion date milestone;

· A brief statement describing all of the actions already completed as well as list of actions planned, including descriptions of policies, procedures, and other actions to address deficiencies and interim completion milestones for each action;

· Changes to the target date, interim milestones, or actions planned;

· How the weakness was identified (such as from an OIG evaluation or audit, from a GAO audit, from a DOC compliance review, or from completion of the NIST Special Publication 800-26 system self-assessment checklist); and

· Status of the corrective actions as either “ongoing” or “complete.”

 

6.6.3
Who prepares, approves, implements, and tracks status of the plan of actions and milestones (POA&M)?

The IT Security Officer (ITSO) responsible for the IT security program with cited deficiencies prepares the program-level POA&M and implements corrective actions described therein.  The system owner responsible for the system with cited deficiencies must develop system-level POA&Ms for each system in need of corrective action, and the system owner also implements the corrective actions for each system.  The ITSO must submit the POA&Ms to the IT Security Program Manager through the operating unit CIO in accordance with the reporting requirements defined in DOC Process and Minimum Implementation Standard for IT Security Plans of Action and Milestones (POA&Ms) and Performance Metrics (Appendix E).  The ITSO must track all POA&Ms to completion.

 

6.7
What is the DOC policy for CA-6 SECURITY ACCREDITATION?
DOC requires that the operating unit authorizes (i.e., accredits) the information system for processing before operations and updates the authorization at least every 3 years or upon significant change to the system.  The authorizing official signs and approves the security accreditation. 

6.7.1 What are the permitted accreditation decisions?

ADVANCE \d6Within DOC, an authorizing official
 may render one of three types of accreditation decisions:

· Authorization to Operate (ATO):  If, after assessing the results of the security certification, the risk to agency operations, agency assets, or individuals is deemed fully acceptable to the authorizing official, a full authorization to operate is issued for the information system.  Although not affecting the security accreditation decision, authorizing officials may recommend specific actions be taken by the system owner to reduce or eliminate identified vulnerabilities, where it is cost effective to do so.

· Interim Authorization to Operate (IATO):  If, after assessing the results of the security certification, the authorizing official deems that the risk to agency operations, agency assets, or individuals is unacceptable, but there is an overarching mission necessity to place the information system into operation or continue its operation, an interim authorization to operate may be issued.  An interim authorization to operate is rendered when the identified security vulnerabilities in the information system resulting from deficiencies in the planned or implemented security controls are significant but can be addressed in a timely manner.   An interim authorization provides authorization to operate the information system under specific terms and conditions and acknowledges greater risk to the agency for a specified period of time.  The terms and conditions, established by the authorizing official in the accreditation decision letter, convey limitations on information system operations.  In accordance with OMB policy, an information system is not accredited during the period of limited authorization to operate.
 

The duration established for an interim authorization to operate should be commensurate with the risk to agency operations, agency assets, or individuals associated with the operation of the information system.  DOC recommends the following time frames as a guideline – authorizing officials may establish alternate milestones as warranted by the circumstances.  Renewals or extensions to interim authorization to operate should be discouraged and approved by authorizing officials only under the most extreme or extenuating of circumstances.  

· For a low risk system, an interim authorization to operate should not exceed one year.
· For a moderate risk system, an interim authorization to operate should not exceed six months.
· For a high risk system, an interim authorization to operate should not exceed ninety days.
The authorizing official may direct the system owner to remove the system from operation if the required corrective actions have not been completed as documented in the plan of actions and milestones
.  The authorizing official monitors the plan of action and milestones submitted by the information system owner to ascertain progress in correcting deficiencies noted during the security certification.  In addition to executing the plan of action and milestones, information system owners should also establish a disciplined and structured process to monitor the effectiveness of the security controls in the information system during the period of interim authorization to operate.  Monitoring activities should focus on the specific vulnerabilities in the information system identified during the security certification.  Significant changes in the security state of the information system that occur during the period of interim authorization to operate should be reported immediately to the authorizing official.  When the security-related deficiencies have been adequately addressed, the system owner must request that the authorizing official lift the interim authorization and grant the information system full authorization to operate.  Security re-accreditation occurs at the discretion of the authorizing official when significant changes have taken place in the information system or when a specified time period has elapsed in accordance with federal or agency policy.  The time period for re-accreditation is calculated from the date the information system receives its authorization to operate. 

· Denial of authorization to operate:  If, after assessing the results of the security certification, the risk to agency operations, agency assets, or individuals is deemed unacceptable to the authorizing official, the authorization to operate the system is denied.  Failure to receive authorization to operate or an interim authorization to operate usually indicates that there are major deficiencies in the security controls in the system and the system owner must revise the plan of action and milestones to ensure that proactive measure are taken to correct the deficiencies.  In addition, an authorizing official may, at their discretion, remove a system from operation if the system fails re-accreditation.

 

6.7.2
What is addressed in the security accreditation decision letter?

ADVANCE \d6The security accreditation decision letter transmits the authorizing official
’s accreditation decision.  The authorizing official attaches the letter to the original Security Accreditation Package and returns the package to the information system owner.  The security accreditation decision letter contains the following information:

· Accreditation decision
;

· Supporting rationale for the decision, including a statement of the residual risk; and

· Terms and conditions for the authorization.

6.7.3
ADVANCE \d6What does the system owner do when they receive the security accreditation decision letter?

ADVANCE \d6Upon receipt of the security accreditation decision letter and Security Accreditation Package (SAP), the information system owner signs the decision letter acknowledging receipt and accepting the terms and conditions of the authorization.  The system owner keeps the original decision letter and SAP on file and updates the SAP documents as necessary and as required by DOC policy.  The system owner returns the acknowledgement copy of the decision letter to the authorizing official with a copy of the SAP, and also provides a copy of the SAP and accreditation decision letter with system owner acknowledgement to the operating unit ITSO so that the ITSO can update the IT System Inventory.

6.7.4 Can multiple identical systems be certified and accredited together?

Common security controls can apply to one or more operating unit information systems.  DOC permits that OU CIO
s may approve consolidations of systems with common security controls, which can apply to: (i) all the operating unit’s systems; (ii) a group of systems at a specific site (called site certification/accreditation); or (iii) common information systems, subsystems, or applications (i.e., common hardware, software, and/or firmware) deployed at multiple operational sites (called a type certification/accreditation).  In the case of a type certification/accreditation, the certification testing of common security controls occurs at a central integration/test facility or one of the intended operating sites if such a facility is not available.  However, the system installation and security configuration integration testing must occur at each operational site upon installation if cost-effective to do so.  A copy of the security accreditation package is then sent, or made available electronically, to each site where the system will be installed.  The site will not need to repeat the baseline tests of components conducted by the type accreditation effort unless the site has documented the deviations from the type accreditation configuration in the IT system security plan
.

6.8
What is the DOC policy for CA-7 CONTINUOUS MONITORING?
DOC requires that the operating unit monitors the security controls in the information system on an ongoing basis.  DOC requires that operating units continuously monitor the effectiveness and adequacy of system controls in accordance with the policy described in sections 3.7, 6.3.1, and 6.3.3 of this policy.

7
Personnel Security

 

7.1
What does DOC require for Personnel Security controls?

Effective administration of users' computer access is essential to maintaining system security.  Administration of system users focuses on identification, authentication, and access authorizations.  DOC requires that operating units include a process of auditing and otherwise periodically verifying the legitimacy of current accounts and access authorizations in IT Security Programs.  In addition, it must address the timely modification or removal of access and associated issues for employees who are reassigned, promoted, or terminated, or who retire.  Many important issues in computer security involve federal and contractor system users, designers/programmers, implementers/maintainers, and managers.  A broad range of security issues relates to how these individuals interact with computers and the access and authorities they need to do their job.  No computer system can be secured without properly addressing these security issues.  DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, personnel security controls listed in Table 7:

 

	Personnel Security 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	PS-1 
	Personnel Security Policy and Procedures 
	PS-1 
	PS-1 
	PS-1 

	PS-2 
	Position Categorization 
	PS-2 
	PS-2 
	PS-2 

	PS-3 
	Personnel Screening 
	PS-3 
	PS-3 
	PS-3 

	PS-4 
	Personnel Termination 
	PS-4 
	PS-4 
	PS-4 

	PS-5 
	Personnel Transfer 
	PS-5 
	PS-5 
	PS-5 

	PS-6 
	Access Agreements 
	PS-6 
	PS-6 
	PS-6 

	PS-7 
	Third-Party Personnel Security 
	PS-7 
	PS-7 
	PS-7 

	PS-8 
	Personnel Sanctions 
	PS-8 
	PS-8 
	PS-8 


Table 7:  Personnel Security Controls
 

7.2
What is the DOC policy for PS-1 PERSONNEL SECURITY POLICY AND PROCEDURES?
DOC requires that the Department, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, personnel security policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the personnel security policy and associated personnel security controls. 

7.3
What is the DOC policy for PS-2 POSITION CATEGORIZATION?
DOC requires that a risk designation is assigned to all positions and that screening criteria are established for individuals filling those positions.  The IT Security Program Manager, in coordination with the Office of Human Resources, Office of Security, and Office of Acquisition Management reviews and revises position risk designations on a sampling basis at least every 3 years.

7.3.1
What does DOC require for position designations of personnel (both federal and contractor)?

Operating units must comply with the requirements of the DOC Handbook on Suitability and the DOC Department of Commerce Manual of Security Policies and Procedures (Chapters 10, 11, 43, and Appendix C at attachment 2), which provide criteria for national security positions, and for High, Medium, and Low “Risk” non-national security positions.

7.4
What is the DOC policy for PS-3 PERSONNEL SCREENING?
DOC requires that all personnel be subject to an appropriate background check prior to permitting permanent access to Commerce IT resources.  Appropriate background checks must be performed on DOC employees, contractors, and any “guests” prior to their being given long-term, permanent access to DOC systems and networks in accordance with requirements contained in the DOC Handbook on Suitability and the DOC Department of Commerce Manual of Security Policies and Procedures (Chapters 10, 11, 43, and Appendix C at attachment 2).  A risk-based, cost-effective approach must be followed to determine the risk of harm to the system in comparison to the opportunity for personnel in the following functions:

· Personnel with IT security authority, “root” access to systems, or access to software source code have opportunity to bypass system security control settings – for example, network/system administrator, system developer, and IT security program positions (such as IT Security Officers and IT security managers).

· “Super-users” of High- or Moderate-impact systems who may modify core data stores, users with authority to electronically approve financial transactions, or users with access to personal/Privacy Act/other protected data in it (e.g., social security numbers in human resource systems, etc.) other than their own.  Each System Owner determines the system impact level
 and the various types of user privileges to data, and document the determination in the system’s IT system security plan
.

· Users with access to a DOC local area network, e-mail, basic office applications (such as Microsoft Office or Corel Office suites), and personal data records (i.e., only personal/private information pertaining to themselves such as their personal time and attendance record or Thrift Savings Plan account).

The Commerce Acquisition Manual (CAM) section 1337.70, Security Processing Requirements for On-Site Service Contracts provides contract risk designation criteria and contract language for IT service contracts.  (Note:  Attachment 1 to CAM 1337.70 has been updated.  Please refer to DOC Manual of Security Policies and Procedures, Chapter 10.)  In addition, Procurement Memorandum 2003-09, Information Technology Security Clauses, requires inclusion of CAR 1352.239-74 Security Processing Requirements for Contractor/Subcontractor Personnel for Accessing DOC Information Technology Systems.

 

7.5
What is the DOC policy for PS-4 PERSONNEL TERMINATION?
When employment is terminated, DOC requires termination of the user’s information system access, conduct of exit interviews, and the return of all organizational information system-related property (e.g., keys, identification cards, building passes) in a timely manner; and that appropriate personnel have access to official records created by the terminated employee that are stored on organizational information systems before the systems are recycled or disposed.

7.6
What is the DOC policy for PS-5 PERSONNEL TRANSFER?
DOC requires that operating units review information systems/facilities access authorizations when individuals are reassigned or transferred to other positions within the organization and initiates appropriate actions (e.g., reissuing keys, identification cards, building passes; closing old accounts and establishing new accounts; and changing system access authorizations).  A change in user access, and therefore, suitability and ADP risk, may arise when a changes operating units within DOC or changes job duties.  IT Security Officers must ensure that operating unit IT Security Programs address the security issues of these changes.
7.7
What is the DOC policy for PS-6 ACCESS AGREEMENTS?
DOC requires that operating units ensure individuals requiring access to organizational information and information systems complete appropriate access agreements (e.g., nondisclosure agreements, acceptable use agreements, rules of behavior, conflict-of-interest agreements) before authorizing access. 

7.8
What is the DOC policy for PS-7 THIRD-PARTY PERSONNEL SECURITY?
DOC requires that operating units comply with the personnel security requirements for third-party providers (e.g., service bureaus, contractors, and other organizations providing information system development, information technology services, outsourced applications, network and security management) established by the Office of Acquisition Management and monitor provider compliance to ensure adequate security. 

7.8.1
What is required for effective administration of contract staff?

DOC requires that acquisition professionals (contracting officers and contract specialists) provide a valuable service by ensuring that their customers work with operating unit customers, including IT Security Officers, to address security in their IT contract requirements in all stages of an acquisition (i.e., from the earliest budgeting and acquisition planning stages through requirements development, solicitation, source evaluation and selection, contract award and administration).  Commerce Acquisition Manual (CAM) section 1337.70,  The Commerce Acquisition Manual (CAM) section 1337.70, Security Processing Requirements for On-Site Service Contracts requires the customer to work with their respective security office before a solicitation is released to designate contract risk levels (for all on site contracts, not just IT) and then after award to arrange for background investigations on contractor employees.  The operating unit must provide the contracting office with the appropriate risk determination for the contract, and the contracting office includes the corresponding appropriate language in the contract.  See also section 5.5.2 of this policy.  (Note:  Attachment 1 to CAM 1337.70 has been updated.  Please refer to DOC Manual of Security Policies and Procedures, Chapter 10.)

7.8.2
What are the DOC IT security requirements for processing performed at non-Government facilities and how should I document them?

The security requirements for processing sensitive data at non-government agencies are the same as for Government agencies.  The location of the processing facilities does not impact the required security provisions for protecting DOC information and systems.  Include a reference to the National Industrial Security Program, as outlined in Executive Order 12829, for contractor operations involving national security data.

7.9
What is the DOC policy for PS-8 PERSONNEL SANCTIONS?
DOC requires that operating units comply with the formal sanctions process for personnel failing to comply with established information security policies and procedures established by the Office of Human Resources Management.  Violations of this policy may result in disciplinary action, including dismissal and legal action against the offending employee(s), contractors, or visitors, consistent with law and with DAO 202-751, Discipline, or contract terms as applicable.

 

8
Physical and Environmental Protection

8.1
What does DOC require for Physical and Environmental Protection controls?

DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, physical and environmental protection controls listed in Table 8:

 

	Physical and Environmental Protection 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	PE-1 
	Physical and Environmental Protection Policy and Procedures 
	PE-1 
	PE-1 
	PE-1 

	PE-2 
	Physical Access Authorizations 
	PE-2 
	PE-2 
	PE-2 

	PE-3 
	Physical Access Control 
	PE-3 
	PE-3 
	PE-3 

	PE-4 
	Access Control for Transmission Medium 
	Not Applicable 
	Not Applicable 
	Not Applicable 

	PE-5 
	Access Control for Display Medium 
	Not Applicable 
	PE-5 
	PE-5 

	PE-6 
	Monitoring Physical Access 
	PE-6 
	PE-6 (1) 
	PE-6 (1) (2) 

	PE-7 
	Visitor Control 
	PE-7 
	PE-7 (1) 
	PE-7 (1) 

	PE-8 
	Access Logs 
	PE-8 
	PE-8 (1) 
	PE-8 (1) 

	PE-9 
	Power Equipment and Power Cabling 
	Not Applicable 
	PE-9 
	PE-9 

	PE-10 
	Emergency Shutoff 
	Not Applicable 
	PE-10 
	PE-10 

	PE-11 
	Emergency Power 
	Not Applicable 
	PE-11 
	PE-11 (1) 

	PE-12 
	Emergency Lighting 
	PE-12 
	PE-12 
	PE-12 

	PE-13 
	Fire Protection 
	PE-13 
	PE-13 (1) 
	PE-13 (1) (2) 

	PE-14 
	Temperature and Humidity Controls 
	PE-14 
	PE-14 
	PE-14 

	PE-15 
	Water Damage Protection 
	PE-15 
	PE-15 
	PE-15 (1) 

	PE-16 
	Delivery and Removal 
	PE-16 
	PE-16 
	PE-16 

	PE-17 
	Alternate Work Site 
	Not Applicable 
	PE-17 
	PE-17 


Table 8:  Physical and Environmental Protection Controls

 

8.2
What is the DOC policy for PE-1 PHYSICAL AND ENVIRONMENTAL PROTECTION POLICY AND PROCEDURES?
DOC requires that the Department, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, physical and environmental protection policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the physical and environmental protection policy and associated physical and environmental protection controls. 

8.2.1
How do I implement the physical and environmental protection controls?

The system owner must document the physical and environmental protection controls in the IT system security plan and implement the protection measures as dictated by this policy, sections 8.3 through 8.18, as appropriate for the security category of the information system(s) to be protected.  The results of a risk assessment
 and/or a DOC OSY physical security survey help determine the physical security requirements of controlled areas.  Please see the DOC Security Manual, Section IV (Chapters 30 through 40), for more information.  

8.3
What is the DOC policy for PE-2 PHYSICAL ACCESS AUTHORIZATIONS?
DOC requires that operating units develop and keep current lists of personnel with authorized access to facilities containing information systems (except for those areas within the facilities officially designated as publicly accessible) and issues appropriate authorization credentials (e.g., badges, identification cards, smart cards).  Designated officials within the operating unit review and approve the access list and authorization credentials at least annually.

8.4
What is the DOC policy for PE-3 PHYSICAL ACCESS CONTROL?
DOC requires that operating units control all physical access points (including designated entry/exit points) to facilities containing information systems (except for those areas within the facilities officially designated as publicly accessible) and verify individual access authorizations before granting access to the facilities.  The operating units also control access to areas officially designated as publicly accessible, as appropriate, in accordance with the operating unit’s assessment of risk. 

8.5
What is the DOC policy for PE-4 ACCESS CONTROL FOR TRANSMISSION MEDIUM?
DOC does not require, at this time, require application of control PE-4.  Operating units, may, at their discretion, elect to control physical access to information system transmission lines carrying unencrypted information to prevent eavesdropping, in-transit modification, disruption, or physical tampering. 

8.6
What is the DOC policy for PE-5 ACCESS CONTROL FOR DISPLAY MEDIUM?
DOC requires that operating units control physical access to Moderate- and High-impact information system devices that display information to prevent unauthorized individuals from observing the display output. 

8.7
What is the DOC policy for PE-6 MONITORING PHYSICAL ACCESS?
DOC requires that operating units monitor physical access to information systems to detect and respond to incidents. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit monitors real-time intrusion alarms and surveillance equipment.
· Mandatory control enhancement for HIGH-impact systems: 

(2)
The operating unit employs automated mechanisms to ensure potential intrusions are recognized and appropriate response actions initiated.
8.8
What is the DOC policy for PE-7 VISITOR CONTROL?
DOC requires that operating units control physical access to information systems by authenticating visitors before authorizing access to facilities or areas other than areas designated as publicly accessible. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit escorts visitors and monitors visitor activity, when required. 
8.9
What is the DOC policy for PE-8 ACCESS LOGS?
DOC requires that operating units maintain a visitor access log to facilities (except for those areas within the facilities officially designated as publicly accessible) that includes: (i) name and organization of the person visiting; (ii) signature of the visitor; (iii) form of identification; (iv) date of access; (v) time of entry and departure; (vi) purpose of visit; and (vii) name and organization of person visited.  Designated officials within the organization review the access logs in a timely manner, as determined by each operating unit and documented in its procedures, after closeout. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to facilitate the maintenance and review of access logs. 
8.10
What is the DOC policy for PE-9 POWER EQUIPMENT AND POWER CABLING?
DOC requires that operating units protect power equipment and power cabling for Moderate- and High-impact information system from damage and destruction. 

· Recommended control enhancement for HIGH-impact systems: 

(1)
The operating unit employs redundant and parallel power cabling paths. 
8.11
What is the DOC policy for PE-10 EMERGENCY SHUTOFF?
For specific locations within a facility containing Moderate- and High-impact information system resources (e.g., data centers, server rooms, mainframe rooms), DOC requires that operating units provide the capability of shutting off power to any information technology component that may be malfunctioning (e.g., due to an electrical fire) or threatened (e.g., due to a water leak) without endangering personnel by requiring them to approach the equipment. 

8.12
What is the DOC policy for PE-11 EMERGENCY POWER?
DOC requires that operating units provide a short-term uninterruptible power supply to facilitate an orderly shutdown of Moderate- and High-impact information system in the event of a primary power source loss. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The organization provides a long-term alternate power supply for the information system that is capable of maintaining minimally required operational capability in the event of an extended loss of the primary power source. 
· Recommended control enhancement for HIGH-impact systems: 

(2)
The organization provides a long-term alternate power supply for the information system that is self-contained and not reliant on external power generation. 
8.13
What is the DOC policy for PE-12 EMERGENCY LIGHTING?
DOC requires that operating units employ and maintain automatic emergency lighting systems that activate in the event of a power outage or disruption and that cover emergency exits and evacuation routes. 

8.14
What is the DOC policy for PE-13 FIRE PROTECTION?
DOC requires that operating units employ and maintain fire suppression and detection devices/systems that can be activated in the event of a fire. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
Fire suppression and detection devices/systems activate automatically in the event of a fire.
· Mandatory control enhancement for HIGH-impact systems: 

(2)
Fire suppression and detection devices/systems provide automatic notification of any activation to the organization and emergency responders.
8.15
What is the DOC policy for PE-14 TEMPERATURE AND HUMIDITY CONTROLS?
DOC requires that operating units regularly maintain within acceptable levels and monitor the temperature and humidity within facilities containing information systems. 

8.16
What is the DOC policy for PE-15 WATER DAMAGE PROTECTION?
DOC requires that operating units protect the information system from water damage resulting from broken plumbing lines or other sources of water leakage by ensuring that master shutoff valves are accessible, working properly, and known to key personnel. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to automatically close shutoff valves in the event of a significant water leak. 
8.17
What is the DOC policy for PE-16 DELIVERY AND REMOVAL?
DOC requires that operating units control information system-related items (i.e., hardware, firmware, software) entering and exiting the facility and maintains appropriate records of those items. 

8.18
What is the DOC policy for PE-17 ALTERNATE WORK SITE?
DOC requires that individuals within the operating unit employ appropriate information system security controls at alternate work sites for access to Moderate- and High-impact systems. 
9
Contingency Planning

 

9.1
What is Contingency Planning?

Contingency Planning details the necessary procedures required to protect the continuing performance of core business functions and services, including IT services, during an outage.  

 

9.2
What does DOC require for Contingency Planning controls?

DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, contingency planning controls listed in Table 9:

 

	Contingency Planning 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	CP-1 
	Contingency Planning Policy and Procedures 
	CP-1 
	CP-1 
	CP-1 

	CP-2 
	Contingency Plan 
	CP-2 
	CP-2 (1) 
	CP-2 (1) 

	CP-3 
	Contingency Training 
	Not Applicable 
	CP-3 
	CP-3 (1) 

	CP-4 
	Contingency Plan Testing 
	Not Applicable 
	CP-4 (1) 
	CP-4 (1) (2) 

	CP-5 
	Contingency Plan Update 
	CP-5 
	CP-5 
	CP-5 

	CP-6 
	Alternate Storage Sites 
	Not Applicable 
	CP-6 (1) 
	CP-6 (1) (2) (3) 

	CP-7 
	Alternate Processing Sites 
	Not Applicable 
	CP-7 (1) (2) (3) 
	CP-7 (1) (2) (3) (4) 

	CP-8 
	Telecommunications Services 
	Not Applicable 
	CP-8 (1) (2) 
	CP-8 (1) (2) (3) (4) 

	CP-9 
	Information System Backup 
	CP-9 
	CP-9 (1) 
	CP-9 (1) (2) (3) 

	CP-10 
	Information System Recovery and Reconstitution 
	CP-10 
	CP-10 
	CP-10 (1) 


Table 9:  Contingency Planning Controls

9.3
What is the DOC policy for CP-1 CONTINGENCY PLANNING POLICY AND PROCEDURES?
DOC requires that the Department, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, contingency planning policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the contingency planning policy and associated contingency planning controls. 

9.3.1
What are the DOC minimum procedures for Contingency Planning?

DOC requires that operating units follow the methodology and format for contingency planning as described in NIST Special Publication 800-34, Contingency Planning Guide for Information Technology Systems.  This process requires that system owners identify the most critical and sensitive operations and their supporting computer resources and develop a documented comprehensive contingency plan for all systems, and test the plan at least annually.

9.3.2
Where can I find more information on Contingency Planning?

For more information, DOC recommends that system owners consult the DOC Office of the Chief Information Officer guidelines on Business Continuity planning, which provides a framework to assist in understanding the different business continuity program requirements and their relationships.

9.4
What is the DOC policy for CP-2 CONTINGENCY PLAN?
DOC requires that the operating units develop and implement a contingency plan for the information system addressing contingency roles, responsibilities, assigned individuals with contact information, and activities associated with restoring the system after a disruption or failure. Designated officials within the organization review and approve the contingency plan and distribute copies of the plan to key contingency personnel. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating units coordinate contingency plan development with organizational elements responsible for related plans (e.g., Business Continuity Plan, Disaster Recovery Plan, Continuity of Operations Plan, Business Recovery Plan, Incident Response Plan).
9.5
What is the DOC policy for CP-3 CONTINGENCY TRAINING?
DOC requires that the operating units train personnel in their contingency roles and responsibilities with respect to Moderate- and High-impact information systems and provide refresher training at least annually.

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating units incorporate simulated events into contingency training to facilitate effective response by personnel in crisis situations.
· Recommended control enhancement for HIGH-impact systems: 

(2)
The operating units employ automated mechanisms to provide a more thorough and realistic training environment.
9.6
What is the DOC policy for CP-4 CONTINGENCY PLAN TESTING?
DOC requires that the operating units test the contingency plan for Moderate- and High-impact information systems at least annually using operating unit-defined tests and exercises to determine the plan’s effectiveness and the organization’s readiness to execute the plan.  Appropriate officials within the operating units review the contingency plan test results and initiate corrective actions. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating units coordinate contingency plan testing with organizational elements responsible for related plans (e.g., Business Continuity Plan, Disaster Recovery Plan, Continuity of Operations Plan, Business Recovery Plan, Incident Response Plan).

· Mandatory control enhancement for HIGH-impact systems: 

(2)
The operating units test the contingency plan at the alternate processing site to familiarize contingency personnel with the facility and available resources and to evaluate the site’s capabilities to support contingency operations.
· Recommended control enhancement for HIGH-impact systems: 

(3)
The operating units employ automated mechanisms to more thoroughly and effectively test the contingency plan.
9.7
What is the DOC policy for CP-5 CONTINGENCY PLAN UPDATE?
DOC requires that the operating units review the contingency plan for the information system at least annually and revise the plan to address system/organizational changes or problems encountered during plan implementation, execution, or testing. 

9.8
What is the DOC policy for CP-6 ALTERNATE STORAGE SITES?
DOC requires that the operating units identify an alternate storage site and initiates necessary agreements to permit the storage of Moderate- and High-impact information systems backup information. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The alternate storage site is geographically separated from the primary storage site so as not to be susceptible to the same hazards.

· Mandatory control enhancements for HIGH-impact systems: 

(2)
The alternate storage site is configured to facilitate timely and effective recovery operations.

(3)
The operating units identify potential accessibility problems to the alternate storage site in the event of an area-wide disruption or disaster and outlines explicit mitigation actions.
9.9
What is the DOC policy for CP-7 ALTERNATE PROCESSING SITES?
DOC requires that the operating units identify an alternate processing site and initiates necessary agreements to permit the resumption of Moderate- and High-impact information systems operations for critical mission/business functions within a timely manner, as determined by the operating unit and documented in its continuity plans, when the primary processing capabilities are unavailable. 

· Mandatory control enhancements for MODERATE and HIGH-impact systems: 

(1)
The alternate processing site is geographically separated from the primary processing site so as not to be susceptible to the same hazards.

(2)
The operating units identify potential accessibility problems to the alternate processing site in the event of an area-wide disruption or disaster and outlines explicit mitigation actions.

(3)
Alternate processing site agreements contain priority-of-service provisions in accordance with the organization’s availability requirements.
· Mandatory control enhancement for HIGH-impact systems: 

(4)
The alternate processing site is fully configured to support a minimum required operational capability and ready to use as the operational site.
9.10
What is the DOC policy for CP-8 TELECOMMUNICATIONS SERVICES?
DOC requires that the operating units identify primary and alternate telecommunications services to support Moderate- and High-impact information systems and initiates necessary agreements to permit the resumption of Moderate- and High-impact information systems operations for critical mission/business functions in a timely manner, as determined by the operating unit and documented in its continuity plans, when the primary telecommunications capabilities are unavailable. 

· Mandatory control enhancements for MODERATE and HIGH-impact systems: 

(1)
Primary and alternate telecommunications service agreements contain priority-of-service provisions in accordance with the organization’s availability requirements.

(2)
Alternate telecommunications services do not share a single point of failure with primary telecommunications services.
· Mandatory control enhancements for HIGH-impact systems: 

(3)
Alternate telecommunications service providers are sufficiently separated from primary service providers so as not to be susceptible to the same hazards.

(4)
Primary and alternate telecommunications service providers have adequate contingency plans.

9.11
What is the DOC policy for CP-9 INFORMATION SYSTEM BACKUP?
DOC requires that the operating units conduct backups of user-level and system-level information (including system state information) contained in the information system at least annually and stores backup information at an appropriately secured location. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit tests backup information at least annually to ensure media reliability and information integrity.
· Mandatory control enhancements for HIGH-impact systems: 

(2)
The operating unit selectively uses backup information in the restoration of information system functions as part of contingency plan testing.

(3)
The operating unit stores backup copies of the operating system and other critical information system software in a separate facility or in a fire-rated container that is not collocated with the operational software.
9.12
What is the DOC policy for CP-10 INFORMATION SYSTEM RECOVERY AND RECONSTITUTION?
DOC requires that the operating units employ mechanisms with supporting procedures to allow the information system to be recovered and reconstituted to the system’s original state after a disruption or failure. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit includes a full recovery and reconstitution of the information system as part of contingency plan testing. 
10
Configuration Management

10.1
What does DOC require for Configuration Management controls?

DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, configuration management controls listed in Table10:

 

	Configuration Management 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	CM-1 
	Configuration Management Policy and Procedures 
	CM-1 
	CM-1 
	CM-1 

	CM-2 
	Baseline Configuration 
	CM-2 
	CM-2 (1) 
	CM-2 (1) (2) 

	CM-3 
	Configuration Change Control 
	Not Applicable 
	CM-3 
	CM-3 (1) 

	CM-4 
	Monitoring Configuration Changes 
	Not Applicable 
	CM-4 
	CM-4 

	CM-5 
	Access Restrictions for Change 
	Not Applicable 
	CM-5 
	CM-5 (1) 

	CM-6 
	Configuration Settings 
	CM-6 
	CM-6 
	CM-6 (1) 

	CM-7 
	Least Functionality 
	Not Applicable 
	CM-7 
	CM-7 (1) 


Table 10:  Configuration Management Controls

10.2
What is the DOC policy for CM-1 CONFIGURATION MANAGEMENT POLICY AND PROCEDURES?
DOC requires that the Department, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, configuration management policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the configuration management policy and associated configuration management controls. 

The process of configuration management ensures the systematic completion of authorized changes to the configuration, or structure, of an item.  This process consists of four steps:

· Step 1:  In the configuration identification step, the owner of the item to be configured defines the configuration baseline -- what the item is (e.g., system specifications, system or program documentation, or the set-up of a hardware or software component of a system), and assigns the item a unique identifier such as a number or title and version number.

· Step 2:  The configuration change control step requires that changes to an item under configuration management (identified in step 1) are authorized by a management official in writing, and are tested before implementation.  In the IT system security plan
, the system owner must define the nature of authorized changes, at a minimum describing a routine change and a significant change.  The system owner must also provide for processing of emergency changes.  The system owner must ensure that the authorizing official, or their designated representative, approve significant system changes and direct system re-certification/ re-accreditation if they deem necessary.

· Step 3:  The configuration status accounting step provides for the “cradle-to-grave” tracking of the authorized change from the point of management authorization to the point of testing, and final acceptance and implementation of the changed item into the production computing environment.

· Step 4:  The configuration auditing step provides for the tracing of modifications to existing system or document configurations to documented, authorized changes.

Steps 3 and 4 of the configuration management process provide for a monitoring mechanism to ensure that only authorized changes are implemented, and that the new baseline is maintained.

 

10.3
What is the DOC policy for CM-2 BASELINE CONFIGURATION?
DOC requires that operating units develop, document, and maintain a current, baseline configuration of the information system and an inventory of the system’s constituent components. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit updates the baseline configuration as an integral part of information system component installations.
· Mandatory control enhancement for HIGH-impact systems: 

(2)
The operating unit employs automated mechanisms to maintain an up-to-date, complete, accurate, and readily available baseline configuration.

10.4
What is the DOC policy for CM-3 CONFIGURATION CHANGE CONTROL?
DOC requires that operating units document and control changes to Moderate- and High-impact information systems.  Appropriate organizational officials approve information system changes in accordance with organizational policies and procedures. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to: (i) document proposed changes to the information system; (ii) notify appropriate approval authorities; (iii) highlight approvals that have not been received in a timely manner; (iv) inhibit change until necessary approvals are received; and (v) document completed changes to the information system. 
10.4.1
What must be included in a security patch management program?

DOC requires each operating unit IT Security Officer to have a process in place to identify, track, and report on security patch management that is consistent with the methodology described in National Institute of Standards and Technology Special Publication 800-40, Procedures for Handling Security Patches.  The process must address the following requirements for a patch management program:

· Establish a mechanism for ensuring operating unit accountability for patch management.  Resources committed to this activity should be appropriate to the size and scope of the operating unit’s mission.

· Each operating unit should centralize patch management leadership to assure that suitable attention is given in a timely way to patches for all systems, and to minimize duplication of patch management functions across the operating unit.  

· Document operating unit procedures to identify, track, test (as appropriate), and disseminate security-related information concerning patches.

· Ensure compliance with these procedures to guide patch management throughout the operating unit.

10.5
What is the DOC policy for CM-4 MONITORING CONFIGURATION CHANGES?
DOC requires that operating units monitor changes to Moderate- and High-impact information systems and conduct security impact analyses to determine the effects of the changes. 

10.6
What is the DOC policy for CM-5 ACCESS RESTRICTIONS FOR CHANGE?
DOC requires that operating units enforce access restrictions associated with changes to Moderate- and High-impact information systems. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The organization employs automated mechanisms to enforce access restrictions and support auditing of the enforcement actions. 
10.7
What is the DOC policy for CM-6 CONFIGURATION SETTINGS?
DOC requires that operating units configure the security settings of information technology products to the most restrictive mode consistent with information system operational requirements. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to centrally manage, apply, and verify configuration settings.

10.7.1
What does DOC require for secure system configurations?

FISMA [section 301, §3544(b)(2)D(iii)] requires agency policy address “…minimally acceptable system configuration requirements, as determined by the agency.”  DOC requires:

· That operating units implement the methodology described in NIST Special Publication 800-70, Security Configuration Checklists Program for IT Products for establishing secure system configurations; 

· That system owners document the selected configuration baseline as part of the IT system configuration management procedures; and 

· To the extent practicable, that operating units adopt one of the secure configuration guides as recommended by NIST on the Security Configuration Checklist/Implementation Guide web site for the following operating system software platforms, at a minimum:  Microsoft Windows (all variations – NT, XP, 200x, etc.), Solaris, HP-UX, Linux, Cisco Router IOS, and Oracle.  If the NIST-recommended configurations are not available for a particular software or not compatible with system operations, and because a one-size-fits-all approach is not feasible Department-wide, DOC policy permits operating units to develop customized secure configurations or to customize one of the available tools (documenting the modifications).  Following are among the sources of secure configuration standards identified by NIST that are acceptable to meet this Departmental requirement: 

· Department of Defense’s Security and Technical Implementation Guides (STIGs) (https://iase.disa.mil/techguid/index.html), many of which are available through NIST at the Security Configuration Checklist/Implementation Guide web site;

· NIST Special Publication 800-43, Systems Administration Guidance for Windows 2000 Professional;

· NIST Guidance for Securing Microsoft Windows XP Systems for IT Professionals (including draft NIST Special Publication 800-68);

· National Security Agency (http://www.nsa.gov/snac), and

· The Center for Internet Security (http://www.cisecurity.org/governmentcisusers ).

 

10.7.2
What is required for application software controls?

system owner

s must implement the following controls:

· define security requirements in the system development/acquisition stage for system confidentiality and availability as well as integrity of data input, transaction processing, and data output;

· test the application in a development environment, or test bed, prior to operation to ensure the presence and satisfactory operation of controls (this is normally part of the certification process);

· monitor security controls for vulnerabilities throughout the operation and maintenance stage;

· limit access to software programming libraries;

· protect system documentation with the same diligence as the data.

 

10.7.3
How can I safeguard integrity of major application software?

The system owner

 or other responsible management assures integrity of major application and operating system software by implementing documented, effective configuration management procedures, including:

· restricting the ability to change software (update, upgrade, install and uninstall) to only those authorized by the system owner;

· auditing all changes and maintaining a copy of the audit in a secure manner;

· maintaining a copy of changes (old and new software) in a secure manner; and

· testing all changes on non-live data prior to deploying changes in a live environment.

 

10.7.4
Where can I find more information on controls for securely configuring software?

DOC recommends the following sources configuration settings and control checklists:

· National Institute of Standards and Technology (NIST) Special Publication 800-44, Guidelines on Securing Public Web Servers;
· NIST Special Publication 800-45, Guidelines for Electronic Mail Security;
· GAO/AIMD-00-21.2.2, Core Financial System Checklist;
· GAO/AIMD-00.21.2.3, Human Resources and Payroll Systems Requirements;
· GAO/AIMD-21.2.8, Travel System Requirements; and

· GAO-01-911G, Grant Financial System Requirements.
· Department of Defense Security Readiness Review guides (https://iase.disa.mil/techguid/SRR/index.html). 

 

10.8
What is the DOC policy for CM-7 LEAST FUNCTIONALITY?
DOC requires that operating units configure Moderate- and High-impact information systems to provide only essential capabilities and document in system configuration procedures specific prohibitions and/or restrictions upon the use of functions, ports, protocols, and/or services. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit reviews the information system at least annually, to identify and eliminate unnecessary functions, ports, protocols, and/or services.
11
System Maintenance Controls

 

11.1
What are the System Maintenance controls required by DOC?

These are controls used to monitor the installation of, and updates to, hardware and software to ensure that the system functions as expected and that a historical record is maintained of changes.  The process of configuration management provides for a controlled environment in which changes to hardware and software are properly authorized, tested, and approved before implementation.  DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, system maintenance controls listed in Table11:

	Maintenance 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	MA-1 
	System Maintenance Policy and Procedures 
	MA-1 
	MA-1 
	MA-1 

	MA-2 
	Periodic Maintenance 
	MA-2 
	MA-2 (1) 
	MA-2 (1) (2) 

	MA-3 
	Maintenance Tools 
	Not Applicable 
	MA-3 
	MA-3 (1) (2) (3) 

	MA-4 
	Remote Maintenance 
	MA-4 
	MA-4 
	MA-4 (1) (2) (3) 

	MA-5 
	Maintenance Personnel 
	MA-5 
	MA-5 
	MA-5 

	MA-6 
	Timely Maintenance 
	Not Applicable 
	MA-6 
	MA-6 


Table 11:  Maintenance Controls

 

11.2
What is the DOC policy for MA-1 SYSTEM MAINTENANCE POLICY AND PROCEDURES?
DOC requires that the Department, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, information system maintenance policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the information system maintenance policy and associated system maintenance controls. 

11.3
What is the DOC policy for MA-2 PERIODIC MAINTENANCE?
DOC requires that operating units schedule, perform, and document routine preventative and regular maintenance on the components of the information system in accordance with manufacturer or vendor specifications and/or operating unit requirements. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit maintains a maintenance log for the information system that includes: (i) the date and time of maintenance; (ii) name of the individual performing the maintenance; (iii) name of escort, if necessary; (iv) a description of the maintenance performed; and (v) a list of equipment removed or replaced (including identification numbers, if applicable).
· Mandatory control enhancement for HIGH-impact systems: 

(2)
The operating unit employs automated mechanisms to ensure that periodic maintenance is scheduled and conducted as required, and that a log of maintenance actions, both needed and completed, is up to date, accurate, complete, and available.  
11.4
What is the DOC policy for MA-3 MAINTENANCE TOOLS?

DOC requires that operating units approve, control, and monitor the use of Moderate- and High-impact information systems maintenance tools and maintains the tools on an ongoing basis. 

· Mandatory control enhancements for HIGH-impact systems: 

(1)
The operating unit inspects all maintenance tools (e.g., diagnostic and test equipment) carried into a facility by maintenance personnel for obvious improper modifications. 

(2)
The operating unit checks all media containing diagnostic test programs (e.g., software or firmware used for system maintenance or diagnostics) for malicious code before the media are used in the information system. 

(3)
The operating unit checks all maintenance equipment with the capability of retaining information to ensure that no organizational information is written on the equipment or the equipment is appropriately sanitized before release; if the equipment cannot be sanitized, the equipment remains within the facility or is destroyed, unless an appropriate organization official explicitly authorizes an exception.

(4)
The operating unit employs automated mechanisms to ensure only authorized personnel use maintenance tools. 

11.5
What is the DOC policy for MA-4 REMOTE MAINTENANCE?

DOC requires that operating units approve, control, and monitor remotely executed maintenance and diagnostic activities. 

· Mandatory control enhancements for HIGH-impact systems: 

(1)
The operating unit audits all remote maintenance sessions, and appropriate organizational personnel review the audit logs of the remote sessions.

(2)
The operating unit addresses the installation and use of remote diagnostic links in the security plan for the information system. 

(3)
Remote diagnostic or maintenance services are acceptable if performed by a service or operating unit that implements for its own information system the same level of security as that implemented on the information system being serviced.
11.6
What is the DOC policy for MA-5 MAINTENANCE PERSONNEL?
DOC requires that operating units maintain a list of personnel authorized to perform maintenance on the information system.  Only authorized personnel perform maintenance on the information system. 

11.7
What is the DOC policy for MA-6 TIMELY MAINTENANCE?
DOC requires that operating units document in their procedures a list of key Moderate- and High-impact information systems components and obtain maintenance support and spare parts for these components within a timely manner following a failure. 

12
System and Information Integrity 
12.1
What are the System and Information Integrity controls required by DOC?

Integrity controls protect data from accidental or malicious alteration or destruction and to provide assurance to the user the information meets expectations about its quality and reliability.  DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, system and information integrity controls listed in Table12:

 

	System and Information Integrity 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	SI-1 
	System and Information Integrity Policy and Procedures 
	SI-1 
	SI-1 
	SI-1 

	SI-2 
	Flaw Remediation 
	SI-2 
	SI-2 
	SI-2 

	SI-3 
	Malicious Code Protection 
	SI-3 
	SI-3 (1) 
	SI-3 (1) (2) 

	SI-4 
	Intrusion Detection Tools and Techniques 
	Not Applicable 
	SI-4 
	SI-4 

	SI-5 
	Security Alerts and Advisories 
	SI-5 
	SI-5 
	SI-5 

	SI-6 
	Security Functionality Verification 
	Not Applicable 
	SI-6 
	SI-6 (1) 

	SI-7 
	Software and Information Integrity 
	Not Applicable 
	Not Applicable 
	SI-7 

	SI-8 
	Spam and Spyware Protection 
	Not Applicable 
	SI-8 
	SI-8 (1) 

	SI-9 
	Information Input Restrictions 
	Not Applicable 
	SI-9 
	SI-9 

	SI-10 
	Information Input Accuracy, Completeness, and Validity 
	Not Applicable 
	SI-10 
	SI-10 

	SI-11 
	Error Handling 
	Not Applicable 
	SI-11 
	SI-11 

	SI-12 
	Output Handling and Retention 
	Not Applicable 
	SI-12 
	SI-12 


Table 12:  System and Information Integrity Controls
 

12.2
What is the DOC policy for SI-1 SYSTEM AND INFORMATION INTEGRITY POLICY AND PROCEDURES?
DOC requires that the Department, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, system and information integrity policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the system and information integrity policy and associated system and information integrity controls. 

12.3
What is the DOC policy for SI-2 FLAW REMEDIATION?
DOC requires that operating units identify and correct information system flaws and share information on flaws identified within the DOC Federation of CIRTS forum. 

· Recommended control enhancements for HIGH-impact systems: 

(1)
The operating unit centrally manages the flaw remediation process and installs updates automatically without individual user intervention. 
(2)
The operating unit employs automated mechanisms to periodically and upon command determine the state of information system components with regard to flaw remediation. 
12.4
What is the DOC policy for SI-3 MALICIOUS CODE PROTECTION?
DOC requires that operating units ensure that information system implements malicious code protection that includes a capability for automatic updates. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit centrally manages virus protection mechanisms.
· Mandatory control enhancement for HIGH-impact systems: 

(2)
The information system automatically updates virus protection mechanisms.
12.5
What is the DOC policy for SI-4 INTRUSION DETECTION TOOLS AND TECHNIQUES?
DOC requires that operating units employ tools and techniques to monitor events on Moderate- and High-impact information systems, detect attacks, and provide identification of unauthorized use of the system.  Consistent with the recommendations in NIST Special Publication 800-31, Intrusion Detection Systems, all DOC Internet access points must have network-based intrusion detection systems and all Internet-accessible DOC web servers have host-based intrusion detection systems in place and functioning.

· Recommended control enhancements for HIGH-impact systems: 

(1)
The organization networks individual intrusion detection tools into a system-wide intrusion detection system using common protocols. 
(2)
The organization employs automated tools to support near-real-time analysis of events in support of detecting system-level attacks. 
(3)
The organization employs automated tools to integrate intrusion detection tools into access control and flow control mechanisms for rapid response to attacks by enabling reconfiguration of these mechanisms in support of attack isolation and elimination. 
(4)
The information system monitors outbound communications for unusual or unauthorized activities indicating the presence of malware (e.g., malicious code, spyware, adware). 
12.6
What is the DOC policy for SI-5 SECURITY ALERTS AND ADVISORIES?
DOC requires that operating units receive information system security alerts/advisories on a regular basis, issues alerts/advisories to appropriate personnel, and take appropriate actions in response. 

· Recommended control enhancements for HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to make security alert and advisory information available throughout the organization as needed. 
12.7
What is the DOC policy for SI-6 SECURITY FUNCTIONALITY VERIFICATION?
DOC requires that operating units document security functionality controls in their procedures and ensure that Moderate- and High-impact information systems verify the correct operation of security functions either upon system startup and restart, upon command by user with appropriate privilege, or at least quarterly; and either notifies system administrator, shuts the system down, or restarts the system when anomalies are discovered. 

· Recommended control enhancement for HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to provide notification of failed security tests. 
(2)
The operating unit employs automated mechanisms to support management of distributed security testing. 
12.8
What is the DOC policy for SI-7 SOFTWARE AND INFORMATION INTEGRITY?
DOC requires that operating units ensure that High-impact information systems detect and protect against unauthorized changes to software and information. 

12.9
What is the DOC policy for SI-8 SPAM AND SPYWARE PROTECTION?

DOC requires that operating units ensure that Moderate- and High-impact information systems implement spam and spyware protection if the system is vulnerable to these threats.  If the system is not affected by these threats, document the resistant characteristics in the IT system security plan. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit centrally manages spam and spyware protection mechanisms. 

· Recommended control enhancement for HIGH-impact systems: 

(2)
The information system automatically updates spam and spyware protection mechanisms. 

12.10
What is the DOC policy for SI-9 INFORMATION INPUT RESTRICTIONS?

DOC requires that operating units restrict the information input to Moderate- and High-impact information systems to authorized personnel only. 

12.11
What is the DOC policy for SI-10 INFORMATION INPUT ACCURACY, COMPLETENESS, AND VALIDITY?

DOC requires that operating units ensure that Moderate- and High-impact information systems check information inputs for accuracy, completeness, and validity.

12.12
What is the DOC policy for SI-11 ERROR HANDLING?

DOC requires that operating units ensure that Moderate- and High-impact information systems identify and handle error conditions in an expeditious manner. 

12.13
What is the DOC policy for SI-12 INFORMATION OUTPUT HANDLING AND RETENTION?

DOC requires that operating units handle and retain output from Moderate- and High-impact information systems in accordance with operating unit and DOC policy and operational requirements.

13
Media Protection

 

13.1
What are the Media Protection controls required by DOC?

DOC requires that operating unit IT security programs include procedures for storing, handling and destroying national and non-national security information media.  DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, media protection controls listed in Table13:

 

	Media Protection 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	MP-1 
	Media Protection Policy and Procedures 
	MP-1 
	MP-1 
	MP-1 

	MP-2 
	Media Access 
	MP-2 
	MP-2 
	MP-2 (1) 

	MP-3 
	Media Labeling 
	Not Applicable 
	MP-3 
	MP-3 

	MP-4 
	Media Storage 
	Not Applicable 
	MP-4 
	MP-4 

	MP-5 
	Media Transport 
	Not Applicable 
	MP-5 
	MP-5 

	MP-6 
	Media Sanitization 
	Not Applicable 
	MP-6 
	MP-6 

	MP-7 
	Media Destruction and Disposal 
	MP-7 
	MP-7 
	MP-7 


Table 13:  Media Protection Controls

 

13.2
What is the DOC policy for MP-1 MEDIA PROTECTION POLICY AND PROCEDURES?
DOC requires that the Department, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, media protection policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the media protection policy and associated media protection controls. 

13.2.1
What steps must an operating unit take to provide for information protection?

To provide for adequate handling of classified and unclassified national and non-national security information, all DOC employees must:

1. Accurately categorize and label all electronic files, hard copy printouts, and removable media (diskettes and CD-ROMs) containing data categorized as For Official Use Only (FOUO), U.S. Code Title or Public Law protected data, or national security information (confidential, secret, top secret, or other designation).  See the DOC Security Manual, Chapters 17 and 41 for more guidance on marking of national security and FOUO information.

2. Enable audit logging and protect the logs.

3. Assign security categories commensurate with the information to be protected. 

4. Make appropriate use of the following:

· locked media libraries;

· operator instructions for handling tampering or other incidents;

· read-only safeguards;

· least-privilege doctrine for information availability; and

· auditing of the safeguards as appropriate.

 

13.2.2
Can For Official Use Only (FOUO) and other sensitive information be transmitted electronically?

Electronic transmission of FOUO information is authorized by phone, fax, or e-mail when necessary for the conduct of official business.  FOUO information should be encrypted in transmission because there is no expectation of protection of information sent over an unprotected network.  However, a strict prohibition of such transmittal could seriously restrict the efficient operation of an operating unit or office without the capability for encryption.  All DOC personnel must understand that systems such as the Internet are untrusted, in that transmissions may be monitored, intercepted, and modified.  Information transmitted using untrusted systems is at risk because there are no assurances that it will not be exploited to the disadvantage of the Government.  Users should exercise caution before posting information on the Internet or using the Internet for official government business.

 

Methods of electronic transmission include voice discussions over a public telephone line, sending documents to or from a non-secure facsimile (fax) machine, or data transmission using a non-secure computer network (e.g., e-mail).  You must follow these rules for electronic transmission of FOUO information:

· You may transmit FOUO information over a non-secure facsimile (fax) machine without encryption; however, it is incumbent upon the sender to verify the fax number to which the material is being sent.  Verification of the number requires the sender to contact the office by telephone and verify the correctness of the fax number.  In addition, arrangements must be made for an authorized person to stand by the fax machine and promptly receive the transmission, thus precluding unauthorized disclosure or dissemination. 

· Verify that the originator of the information does not prohibit the transfer of the FOUO information through a network.  If necessary, the sender will consult with the originator of the information to determine if it is permissible to transmit the information through an unprotected network. 

· If the information reveals vulnerabilities or information that could potentially cause damage to the originator, sender, or receiver if lost or compromised, evaluate the risk of sending the information through an unprotected network and proceed only upon concluding that the benefit of transmission exceeds potential loss or compromise. 

· Verify the identification of the recipient's phone/fax number or e-mail/IP address before sending the information or calling the individual.  Do not leave FOUO information in a voice message on a caller’s answering machine. 

 

13.2.3
How is classified national security information protected?

Sensitive compartmented information (SCI) and facilities must be protected in accordance with Central Intelligence Agency directives, Number 6 series – specifically DCID 6/3 and DCID 6/9, respectively.  DOC Security Manual, Section III, provides the protection requirements for the handling and marking of classified national security information when in hard copy form.

13.3
What is the DOC policy for MP-2 MEDIA ACCESS? 
DOC requires that the operating units ensure that only authorized users have access to information in printed form or on digital media removed from the information system. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
Unless guard stations control access to media storage areas, the operating unit employs automated mechanisms to ensure only authorized access to such storage areas and to audit access attempts and access granted. 
13.4
What is the DOC policy for MP-3 MEDIA LABELING? 
DOC requires that, for Moderate- and High-impact information systems, the operating units affix external labels to removable information storage media and information system output indicating the distribution limitations and handling caveats of the information.  The operating unit must document in its procedures specific types of media or hardware components exempt from labeling so long as they remain within a secure environment. 

13.5
What is the DOC policy for MP-4 MEDIA STORAGE? 
DOC requires that the operating units physically control and securely store Moderate- and High-impact information systems media, both paper and electronic, based on the highest FIPS 199 security category of the information recorded on the media.  

13.6
What is the DOC policy for MP-5 MEDIA TRANSPORT? 
DOC requires that the operating units control Moderate- and High-impact information systems media (paper and electronic) and restricts the pickup, receipt, transfer, and delivery of such media to authorized personnel. 

13.7
What is the DOC policy for MP-6 MEDIA SANITIZATION? 
DOC requires that the operating units sanitize Moderate- and High-impact information systems digital media using approved equipment, techniques, and procedures.  The operating unit tracks, documents, and verifies media sanitization actions and periodically tests sanitization equipment/ procedures to ensure correct performance.  See also section 13.8 for sanitization practices required by DOC.

13.8
What is the DOC policy for MP-7 MEDIA DESTRUCTION AND DISPOSAL? 
DOC requires that the operating units sanitize or destroy information system digital media before its disposal or release for reuse outside the organization, to prevent unauthorized individuals from gaining access to and using the information contained on the media.  DOC requires incorporation of the following practices into operating unit procedures for common controls or IT system security plans for system-specific controls, as appropriate:

· Follow the National Security Agency Media Destruction Guidance for the destruction of national and non-national security electronic media.  To the extent practicable, use file deletion software to prevent spillage of any Commerce information upon destruction/disposal of IT assets, and to remove national security information inadvertently placed on non-national security systems.

· National security information on the media requires degaussing of the media using products approved by the National Security Agency or rendered non-functional (through shredding or other physical destruction).  Follow the DOC Security Manual, Chapter 37, for physical destruction of national security equipment and Section III of the Manual for destruction of national security information.

· Electronic media (hard drives and removable drives such as diskettes, USB drives, or CD/DVD) may be recycled for use only with information of the same or higher sensitivity; however all data considered to be federal records must be saved before erasure in accordance with applicable records management laws and regulations.  Documentation (electronic or hard copy) qualifying as federal records must be archived in accordance with one of the National Archives and Records Administration General Records Schedules (GRS), such as:
· GRS 24, IT Operations and Management
· GRS 27, Records of the Chief Information Officer
· GRS 18, Security and Protective Services
· Operating units must consider all copyright and licensing issues when disposing of commercial-off-the-shelf software.  In some cases, software licenses may be non-transferable or some other restrictions may exist.
· Non-national security information stored on electronic media considered excess to the manager’s needs must be completely erased (e.g., overwritten three times, erased with commercial grade degaussing equipment, or subjected to a media sanitization software process).
 

14
Incident Response

14.1
What are the Incident Response controls required by DOC?

An incident response capability is a mechanism through which an operating unit’s system owners and IT Security Officers are kept informed of system vulnerability advisories from the US-Computer Emergency Readiness Team (US-CERT) and from software vendors and other sources.  The capability also ensures tracking and implementation of corrective actions (e.g., developing filter rules and patching), and coordinates with responsible incident response capabilities regarding the handling and reporting of incidents involving systems under the operating unit’s responsibility.  An incident response capability may consist of one or more persons (such as the IT Security Officer or CIO), who ensure that vulnerability advisories are communicated to system owners.  DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, incident response controls listed in Table14:

 

	Incident Response 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	IR-1 
	Incident Response Policy and Procedures
	IR-1 
	IR-1 
	IR-1 

	IR-2 
	Incident Response Training 
	Not Applicable 
	IR-2 
	IR-2 (1) (2) 

	IR-3 
	Incident Response Testing 
	Not Applicable 
	IR-3 
	IR-3 (1) 

	IR-4 
	Incident Handling 
	IR-4 
	IR-4 (1) 
	IR-4 (1) 

	IR-5 
	Incident Monitoring 
	Not Applicable 
	IR-5 
	IR-5 (1) 

	IR-6 
	Incident Reporting 
	IR-6 
	IR-6 (1) 
	IR-6 (1) 

	IR-7 
	Incident Response Assistance 
	IR-7 
	IR-7 (1) 
	IR-7 (1) 


Table 14:  Incident Response Controls
 

14.2
What is the DOC policy for IR-1 INCIDENT RESPONSE POLICY AND PROCEDURES?

DOC requires that the Department, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, incident response policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the incident response policy and associated incident response controls.

14.2.1
What does DOC require for an incident response capability?
The Department requires that all DOC IT systems be covered by an incident response capability.  Also, each operating unit that is supported by another entity (another operating unit or outside service) must have a written agreement for support required to effectively monitor, respond, report, and prevent incidents within the operating unit.  DOC requires that formal teams report incidents to appropriate authorities in a timely and consistent manner.  The incident response capability may adopt one of several models described in National Institute of Standards and Technology (NIST) Special Publication 800-61, Computer Security Incident Handling Guide.  The capability’s success depends on the communication to, as well as participation and cooperation of, all individuals throughout the operating unit to be watchful for adverse events that may indicate attempted or successful system compromise.  Each of the Commerce incident response capabilities must report incidents directly to the US-CERT and other appropriate authorities (such as the Office of the Inspector General and Information Sharing and Analysis Centers) and share an information copy of the report with the Commerce Federation of CIRTs.
For incidents pertaining to national security systems, responsible incident response personnel must follow the methodology defined by the National Security Telecommunications and Information System Policy (NSTISSP) No. 5, National Policy for Incident Response and Vulnerability Reporting for National Security Systems, and Directive (NSTISSD) No. 503, Incident Response and Vulnerability Reporting for National Security Systems.  These publications are available from the IT Security Program Manager.
14.3
What is the DOC policy for IR-2 INCIDENT RESPONSE TRAINING? 

DOC requires that operating units train personnel in their incident response roles and responsibilities with respect to Moderate- and High-impact information systems and provides refresher training at least annually. 

· Mandatory control enhancements for HIGH-impact systems: 

(1)
The operating unit incorporates simulated events into incident response training to facilitate effective response by personnel in crisis situations. 

(2)
The operating unit employs automated mechanisms to provide a more thorough and realistic training environment. 

14.4
What is the DOC policy for IR-3 INCIDENT RESPONSE TESTING? 

DOC requires that operating units test the incident response capability for Moderate- and High-impact information systems at least annually using tests and exercises defined by the operating unit in its procedures to determine the incident response effectiveness and documents the results. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to more thoroughly and effectively test the incident response capability.
14.5
What is the DOC policy for IR-4 INCIDENT HANDLING? 
DOC requires that operating units implement an incident handling capability for security incidents that includes preparation, detection and analysis, containment, eradication, and recovery. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to more thoroughly and effectively test the incident response capability.
14.6
What is the DOC policy for IR-5 INCIDENT MONITORING? 
DOC requires that operating units track and document Moderate- and High-impact information systems security incidents on an ongoing basis. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to assist in the tracking of security incidents and in the collection and analysis of incident information.
14.6.1
What must be done to monitor and detect incidents?

DOC requires that

· System owners must:

· Enable normal logging processes on all host and server systems.  In addition, they should enable alarm and alert functions on HIGH-impact systems, as well as logging of any firewalls and other network perimeter security devices and intrusion detection systems;

· Have additional monitoring tools or install appropriate software wrappers on all HIGH-impact system servers as a supplement to the activity logging process provided by the operating system; and

· Perform system integrity checks of the firewalls and other network access control systems on a routine basis.

· System administrators, or responsible incident response capability must, on a routine basis and as warranted by the impact level of the system:

· Review audit logs from the perimeter security intrusion detection systems;

· Review audit logs for servers and hosts on the internal, protected network;

· Review all trouble reports received by system administration personnel for symptoms that might indicate intrusive activity; suspicious symptoms should be reported to Network or IT security personnel; and

· Check host-based intrusion detection tools.

 

14.7
What is the DOC policy for IR-6 INCIDENT REPORTING?
DOC requires that operating units ensure prompt reporting of incident information to appropriate authorities by their responsible incident response capability 
. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to assist in the reporting of security incidents.
14.7.1
What is the difference between an adverse event and a reportable incident?

NIST Special Publication 800-61 defines a reportable computer incident within the federal government as a violation or imminent threat of violation of computer security policies, acceptable use policies, or standard computer security practices.  In order to clearly communicate incidents throughout the Federal Government and supported organizations it is necessary for the responsible incident response capability to adopt a common set of terms and relationships between those terms.  An event is any observable occurrence in a system or network.  Events include a user connecting to a file share, a server receiving a request for a Web page, a user sending electronic mail (e-mail), and a firewall blocking a connection attempt.  Adverse events are events with a negative consequence, such as system crashes, network packet floods, unauthorized use of system privileges, defacement of a Web page, and execution of malicious code that destroys data.  This policy addresses only adverse events that are computer security-related and excludes adverse events caused by sources such as natural disasters and power failures.

 

14.7.2
What are the priority levels and time frames for reporting incidents?

US-CERT recommends that all elements of the federal government should use a common taxonomy.  DOC requires that operating units utilize the following taxonomy to categorize incidents and report incidents.  Reportable incidents fall into 5 categories designated by the US-CERT and must be reported in accordance with the following table:

Table 14.7.2 Federal Agency Incident Categories

*Defined by NIST Special Publication 800-61

	CATEGORY
	NAME
	DESCRIPTION
	REPORTING TIMEFRAME

	CAT 0

 
	Exercise/Network Defense Testing
	This category is used during state, federal, national, international exercises and approved activity testing of internal/external network defenses or responses.
	Not Applicable; this category is for each agency’s internal use during exercises.  

	CAT 1
	*Unauthorized Access
	In this category an individual gains logical or physical access without permission to a federal agency network, system, application, data, or other resource
	Within one (1) hour of discovery/detection.

	CAT 2
	*Denial of Service (DoS)
	An attack that successfully prevents or impairs the normal authorized functionality of networks, systems or applications by exhausting resources. This activity includes being the victim or participating in the DoS.
	Within two (2) hours of discovery/detection if the successful attack is still ongoing and the agency is unable to successfully mitigate activity.

	CAT 3
	*Malicious Code
	Successful installation of malicious software (i.e. virus, worm, Trojan horse, or other code-based malicious entity that infects an operating system or application. Agencies are NOT required to report malicious logic that has been successfully quarantined by antivirus (AV) software.
	Daily

Note: Within one (1) hour of discovery/detection if widespread across agency.

	CAT 4
	*Improper (Inappropriate) Usage
	A person violates acceptable computing use policies
	Weekly


 

14.7.3
What is the incident reporting format?

For incidents involving either a national and non-national security systems, DOC requires use of a format consistent with that prescribed by the US-CERT, the content of which follows, and reporting of all such incidents to the US-CERT.  Depending on the criticality it is not always feasible to gather all the information prior to reporting, but to continue to report information as it is collected.  All personnel involved with the response must possess the required national security clearance before responding to an incident involving a national security system.  Reports shall include a description about the incident, as much of the information listed below as possible, and be marked with the national security classification or non-national security restricted access notations as appropriate; however, reporting should not be delayed in order to gain additional information:

· Agency name

· Point of Contact Information (name, telephone, email)

· Incident Category Type (CAT 1, 2, 3, or 4 – see table 14.7.2.)*

· Incident date/time (time zone)

· Source IP, Port, Protocol

· Destination IP, Port, Protocol

· Operating System and version, patch, etc.

· System Function (DNS/Web server, workstation, etc)

· Antivirus software installed, version, latest update

· Location of the system(s) involved in the incident (Washington DC, Los Angeles, CA)

· How was the incident identified (IDS, audit log analysis, system administrator)

· Impact to agency

· Resolution

*  Multiple Component: Because a single incident may encompass two or more incident categories, a team should categorize incidents by the transmission mechanism.  For example: 

· A virus that creates a backdoor should be handled as a malicious code incident, not an unauthorized access incident, because the malicious code was the only transmission mechanism used.

· A virus that creates a backdoor that has been used to gain unauthorized access should be treated as a multiple component incident because two transmission mechanisms were used. 

14.7.4
What are the types of adverse events?

Users and system owners should report adverse events, such as the examples in the following list, to their Help Desk or IT Security Officer.  In addition, the US-CERT tracks two types of events as listed in Table 14.7.4.

· Attempts (either failed or successful) to gain unauthorized access to a system or its data; unwanted disruption or denial of service; the unauthorized or inappropriate use of a system for the processing or storage of data; and changes to system hardware, firmware, or software characteristics without the owner's knowledge, instruction, or consent. 

· The network intrusion detection sensor alerts when a buffer overflow attempt occurs against an FTP server. 

Table 14.7.4 Federal Agency Event Categories
	CATEGORY
	NAME
	DESCRIPTION
	REPORTING TIMEFRAME

	CAT 5
	Scans/Probes/Attempted Access
	This category includes an activity that seeks to access or identify a federal agency computer, open ports, protocols, service, or any combination for later exploit. This activity does not directly result in a compromise or denial of service.
	Monthly

Note: If system is classified, report within one (1) hour of discovery.

	CAT 6
	Investigation
	Unconfirmed incidents that are potentially malicious or anomalous activity deemed by the reporting entity to warrant further review.
	Not Applicable; this category is for each agency’s use to categorize a potential incident that is currently being investigated.  


 

14.7.3
If the hard drive has been removed from a system due to an incident, how long, and under what conditions, should the drive be kept out of service?

DOC-CIRT, DOC security, OIG investigators, or other law enforcement authorities, may direct the IT Security Officer
 (ITSO) to remove a hard drive from a system due to compromise and the need for possible forensic examination of evidence for potential prosecution.  Upon removal, the ITSO must

· Establish a Chain of Custody that documents (in writing) the name, title, office, and phone number of each individual having sequential possession of the drive.  Update the Chain of Custody each time the drive changes possession (e.g., from the ITSO to the OIG, from the OIG to law enforcement, from law enforcement back to the ITSO, etc.).

· Secure the drive in an unclassified safe to prevent tampering with evidence and access by unauthorized individuals.

· To avoid possible obstruction of justice charges, withhold the drive from service until notified by, or coordinated with, proper authorities (e.g., OIG or law enforcement) that the drive is no longer needed as evidence for pending or ongoing investigations or prosecution.

· When cleared for release to service, ensure that all data considered to be federal records has been saved in accordance with applicable records management laws and regulations, then follow section 13.7 and section 13.8 of this policy for media sanitization and disposal before returning it to service or before disposing of the drive if no longer operable.

 

14.8
What is the DOC policy for IR-7 INCIDENT RESPONSE ASSISTANCE?
DOC requires that operating units acquire an incident support resource (e.g., internal or external incident response capability support) that offers advice and assistance to users of the operating unit’s information systems for the handling and reporting of security incidents.  The support resource is an integral part of the organization’s incident response capability. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to increase the availability of incident response-related information and support.
14.8.1
Where can I find guidance on how to detect intrusions and handle incidents?

DOC recommends the following publications for guidance on the ongoing process of establishing an effective CIRC to detect intrusions as well as handle and report computer incidents.

· Carnegie-Mellon Handbook for Computer Security Incident Response Teams (CSIRT) - This document describes the components and some procedures for establishing a computer security incident response team, including the types of activities and qualifications required of the team members. 

· The US-CERT provides assistance to federal agencies in handling incidents, technical queries, as well as alerts and advisories, and has a 24-hour incident response center at 1-888-282-0870 (via e-mail at soc@us-cert.gov).  For incidents involving national security systems up to the SECRET level, contract the US-CERT by STE/STU-III 703-235-5043.  Above the SECRET level, contact the DOC IT Security Program Manager. 

15
Awareness and Training

 

15.1
What are the Awareness and Training controls required by DOC?

IT security awareness consists of subtle reminders that focus the user’s attention on the concept of IT security in the user’s daily routine.  Awareness provides a general cognizance or mindfulness of one’s actions, and the consequences of those actions.  Awareness activities provide the means to highlight when a significant change in the IT Security Program policy or procedures occurs, when an incident occurs, or when a weakness in a security control is found. IT security training develops skills and knowledge so computer users can perform their jobs more securely and build in-depth knowledge, producing relevant and necessary security skills and competencies in those who access or manage DOC information and resources.  DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, awareness and training controls listed in Table15:

 

	Awareness and Training 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	AT-1 
	Security Awareness and Training Policy and Procedures 
	AT-1 
	AT-1 
	AT-1 

	AT-2 
	Security Awareness 
	AT-2 
	AT-2 
	AT-2 

	AT-3 
	Security Training 
	AT-3 
	AT-3 
	AT-3 

	AT-4 
	Security Training Records 
	AT-4 
	AT-4 
	AT-4 


Table 15:  Awareness and Training Controls

15.2
What is the DOC policy for AT-1 SECURITY AWARENESS AND TRAINING POLICY AND PROCEDURES? 
DOC requires that the Department, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, security awareness and training policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the security awareness and training policy and associated security awareness and training controls. 

15.2.1
Who is responsible for development of IT security awareness and training materials?

Each DOC operating unit’s IT Security Officer
 (ITSO) must ensure that the IT Security Program provides for the development and management of IT security awareness and training.

15.3
What is the DOC policy for AT-2 SECURITY AWARENESS? 
DOC requires that operating units ensure that all users (including managers and senior executives) are provided basic information system security awareness instruction within 30 days of appointment and before authorizing permanent access to a system, and at least annually thereafter.  This instruction presents a core set of generic IT security terms and concepts for all personnel (federal employees and contractors) as a baseline for role-based learning (as described in section 15.4 below), expands on those basic concepts, and provides a mechanism for students to relate and apply on the job the information learned.
15.4
What is the DOC policy for AT-3 SECURITY TRAINING? 
DOC requires that operating units identify personnel with significant information system security roles and responsibilities, documents those roles and responsibilities, and provide appropriate information system security training before authorizing access to the system and establish training plans for these personnel covering the training topics described in section 15.4.5 of this policy. 

15.4.1
What does DOC require for the IT Security awareness and training process?

DOC requires that each DOC operating unit’s IT Security Program must include an IT Security Awareness, Training, and Education component consistent with the methodology of National Institute of Standards and Technology (NIST) Special Publication 800-50, Building an Information Technology Security Awareness and Training Program, that applies to all employees (federal and contractor) as well as remote researchers and collaborators working on DOC projects, and temporary guests of DOC.  The component must include awareness activities, basics and literacy training activities for general users, and role-based training for specialized users.  In addition:

· In accordance with the Code of Federal Regulations, Title 5, Part 930, Subpart C, Section 930.301 (a)(1), DOC requires that each user engage in annual basics and literacy refresher training to sustain such access.  The rigor of the training may vary depending on the risk of harm posed by the user – for example, a guest for two days may be provided a document of the system rules to sign acknowledging understanding and acceptance, whereas a three-month summer intern may be required to complete a Web-based training course. 

· Access provided to members of the public must be constrained by controls in the applications through which access is allowed, and awareness of such controls be made available to members of the public through the use of Security and Privacy Statements on the web site. 

15.4.2
Are there exemptions to the user training requirement?

DOC allows no exceptions to the user training requirement.  However, a user may be granted temporary access where an IT security orientation is provided with granted access, until the training requirement can be met.  In this instance, training must be met within 30 calendar days.  Otherwise, access must be suspended until training requirements can be met.

15.4.3
What are the consequences if a user does not engage in general or specialized training?

DOC requires that minimally, if a user refuses to engage in, or cannot meet the training due to extenuating circumstance, access to information and resources must be immediately suspended or terminated, and their performance in an IT security role, if significant, re-evaluated.  This may result in personnel action if access is required for fulfillment of position responsibilities. 

15.4.4
What are functions requiring specialized training?

There may exist a need to provide specialized training to groups conducting specialized roles.  The roles within DOC that require specialized training include, but are not limited to:

· The following roles considered to have significant IT security responsibilities as defined in section 2.1 of this policy, including those who serve as authorizing officials

 (and their designated representatives) and certification agents, must receive specialized role-based training upon appointment to the role, or within a reasonable time of appointment, so that they understand the scope of their responsibilities. 

1. The following roles with information technology management authority:

a. Agency Head and Operating Unit Heads,

b. Chief Information Officer (both at the Department and operating unit levels),

c. IT Security Program Manager,

d. Critical Infrastructure Program Manager,

e. IT Security Officer
, and

f. System owner

s.

2. Those performing a technical function, including: 

a. Database/Network/System/Web Administrator,

b. Information System Security Officer
,

c. Computer Incident Response personnel, and

d. Technical Support (Help Desk personnel).

3. Those having authority to enter into user agreements or arrangements on behalf of DOC, including:

a. Program Officials and other Senior Managers, and

b. Acquisition staff, including Contracting Officers and Contracting Officers Technical Representatives.

· In addition, operating units may provide role-based training to personnel in the following IT supporting roles, although DOC does not consider the role “significant” to IT security management and operations. 

1. Those performing peripheral technical functions, for example 

a. Application/System Developer,

b. Console Operator, and

c. Programmers.

2. Those having IT management supporting roles, for example

a. Physical Security Staff,

b. Human Resource Staff,

c. Legal Staff,

d. Audit Staff,

e. Public Affairs Personnel,

f. Privacy and FOIA Officials,

g. Property Officials, and

h. Records Management Officials.

3. Those receiving a specialized service, for example, Teleworkers (or those who remotely access systems)

 

15.4.5
What training topics and learning levels are required?

DOC requires that personnel filling the significant IT security roles designated in section 15.4.4 above obtain role-based training as recommended by NIST Special Publication 800-16, Information Technology Security Training Requirements: A Role- and Performance-Based Model.  It is at the discretion of the operating unit to determine cost-effective sources for training and for meeting the training needs of personnel filling supporting IT roles.  The following table outlines the topics required for the DOC roles designated as significant to the Department’s IT Security Program.

Table 15.4.5: 
Core Body of Knowledge for roles with significant IT Security responsibilities
	Topic
	In each cell, the letter indicates one of the following training levels required for the role:  “B” for “Beginning” (general understanding), “I” for “Intermediate” (ability to apply what is learned in daily activities), and “A” for “Advanced” (experienced practitioner).  Personnel may start at a lower level to obtain prerequisite understanding for advancement to the next level.

	
	Agency and OU Head
	CIO (DOC and OU)
	ITSPM and staff
	CIPM and staff
	ITSO and IT security staff
	System Owners
	Network/ System/ Database Administrators
	ISSOs
	Incident Response Personnel
	Help Desk Personnel
	Program Officials
	Acquisition Staff

	IT Security Planning & Management

1 Laws and Regulations
	B
	B
	A
	I
	I
	B
	B
	B
	B
	B
	B
	B

	2 Commerce IT Security Program Structure
	B
	B
	A
	I
	I
	B
	B
	B
	B
	B
	B
	B

	3 Risk Management
	B
	I
	A
	I
	I
	A
	B
	B
	B
	B
	I
	B

	4 System Life Cycle
	B
	B
	A
	I
	I
	A
	I
	I
	B
	B
	I
	B

	5 Security Planning
	B
	B
	A
	I
	I
	A
	B
	B
	B
	B
	I
	B

	6 System Sensitivity and Criticality/ Security Impact Categorizations
	B
	I
	A
	I
	I
	A
	B
	B
	B
	B
	I
	B

	Networking Concepts

1. System Environment/ Accreditation Boundaries
	B
	I
	A
	I
	I
	I
	I
	B
	I
	B
	B
	B

	2. System Interconnections and Information Sharing
	B
	B
	A
	I
	I
	I
	I
	I
	I
	B
	B
	B

	IT Security Processes

1. Risk Assessment
	B
	B
	A
	I
	A
	I
	B
	B
	B
	B
	B
	B

	2. IT System Security Plans
	B
	I
	A
	I
	A
	A
	B
	B
	B
	B
	B
	B

	3. Certification and Accreditation
	B
	I
	A
	I
	A
	I
	I
	B
	B
	B
	B
	B

	4. Management Controls
	B
	B
	A
	I
	A
	I
	B
	B
	B
	B
	I
	B

	5. Operational Controls
	B
	B
	A
	I
	A
	I
	I
	B
	B
	B
	B
	B

	6. Technical Controls
	B
	B
	A
	I
	A
	I
	A
	I
	A
	B
	B
	B

	7. Incident Response
	B
	B
	A
	I
	A
	B
	I
	I
	A
	B
	B
	B

	8. Self-Assessments and Vulnerability Testing
	B
	B
	A
	I
	A
	I
	I
	B
	B
	B
	B
	B

	9. Plans of Action and Milestones
	B
	B
	A
	I
	A
	A
	B
	B
	B
	B
	I
	B


 

15.4.6
Who should I contact if my IT security training needs are not being met?

If your IT security training needs are not being met, contact the operating unit IT Security Officer.  If your needs continue not to be met, contact the operating unit Chief Information Officer.

15.4.7
Does DOC require professional security certifications?

No, the DOC does not require professional security certifications for specialized positions.  It is at the discretion of each operating unit to determine whether professional security certifications are required for ensuring a minimum knowledge, skill, and ability level of its IT security staffs.

15.4.8
Is national security training within the scope of this policy?

The DOC Office of Security prescribes the requirements for training regarding the handling of national security information, electronic or hard copy.  This training supplements the training in IT security concepts as set forth in this policy.

15.4.9
Where can I find further information on awareness and training?

DOC recommends the National Institute of Training and Technology Computer Security Resource Center’s Awareness, Training, and Education Web site for more information on IT security awareness and training.

15.5
What is the DOC policy for AT-4 SECURITY TRAINING RECORDS? 
DOC requires that operating units document and monitor individual information system security training activities including basic security awareness training and specific information system security training. 

15.5.1
How should an operating unit track awareness and training?

Operating units must maintain on file, a record of the various awareness activities used within the Program component.  Operating units must also maintain an auditing, tracking, or reporting mechanism that records the training activities and registrants within the Program component, and must include:

· who receives formal general and specialized training following a specific curriculum (not who receives or is exposed to awareness materials only, such as pamphlets or posters),

· what the general or specialized training consisted of, and 

· when persons received general or specialized training.

16
Identification and Authentication

 

16.1
What are the Identification and Authentication controls required by DOC?

Identification and authentication is a technical measure that prevents unauthorized people (or unauthorized processes) from entering an IT system.  Access control usually requires that the system be able to identify and differentiate among users.  All DOC IT systems must have a means to enforce user accountability for their use of DOC IT systems, so that system activity (both authorized and unauthorized) can be traced to a specific user.  To facilitate user accountability, DOC requires that all DOC IT systems implement a method of user identification and authentication.  The user identification tells the system who the user is.  The authentication mechanism provides an added level of assurance that the user really is who they say they are.  Authentication consists of something a user knows (such as a password), something the user has (such as a token or smart card), or something the user is (such as a fingerprint).  User identification and authentication also can enforce separation of duties.  DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, identification and authentication controls listed in Table16:

 

	Identification and Authentication 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	IA-1 
	Identification and Authentication Policy and Procedures 
	IA-1 
	IA-1 
	IA-1 

	IA-2 
	User Identification and Authentication 
	IA-2 
	IA-2 
	IA-2 (1) 

	IA-3 
	Device Identification and Authentication 
	Not Applicable 
	IA-3 
	IA-3 

	IA-4 
	Identifier Management 
	IA-4 
	IA-4 
	IA-4 

	IA-5 
	Authenticator Management 
	IA-5 
	IA-5 
	IA-5 

	IA-6 
	Authenticator Feedback 
	IA-6 
	IA-6 
	IA-6 

	IA-7 
	Cryptographic Module Authentication 
	IA-7 
	IA-7 
	IA-7 


Table 16:  Identification and Authentication Controls

 

16.2
What is the DOC policy for IA-1 IDENTIFICATION AND AUTHENTICATION POLICY AND PROCEDURES?
DOC requires that the IT Security Program Manager, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, identification and authentication policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the identification and authentication policy and associated identification and authentication controls.  System owners must ensure that 
· All DOC IT systems require distinct user IDs that are unique to each user or group for user identification.

· All DOC IT systems require a user authentication mechanism that is unique to each user such as but not limited to; passwords, one-time passwords, biometrics, or public-key infrastructure certificates for primary access to all IT resources.  The implementation or technology used should provide access security commensurate with the level of sensitivity assigned to the resource (i.e. information, devices or systems).  All DOC IT systems and associated equipment that rely on passwords as the means to authenticate users must implement effective password management in accordance with the DOC Password Management standard (Appendix G of this policy).

16.3
What is the DOC policy for IA-2 USER IDENTIFICATION AND AUTHENTICATION? 
DOC requires that operating units ensure that information systems uniquely identify and authenticate users (or processes acting on behalf of users). 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The information system employs multifactor authentication.
16.4
What is the DOC policy for IA-3 DEVICE IDENTIFICATION AND AUTHENTICATION? 
DOC requires that operating units ensure that Moderate- and High-impact information systems identify and authenticate specific devices before establishing a connection. 

16.5
What is the DOC policy for IA-4 IDENTIFIER MANAGEMENT? 
DOC requires that operating units manage user identifiers by: (i) uniquely identifying each user; (ii) verifying the identity of each user; (iii) receiving authorization to issue a user identifier from an appropriate organization official; (iv) ensuring that the user identifier is issued to the intended party; (v) disabling user identifier after a reasonable period of inactivity as documented by the operating unit in its procedures; and (vi) archiving user identifiers. 

16.6
What is the DOC policy for IA-5 AUTHENTICATOR MANAGEMENT? 
DOC requires that operating units manage information system authenticators (e.g., tokens, PKI certificates, biometrics, passwords, key cards) by: (i) defining initial authenticator content; (ii) establishing administrative procedures for initial authenticator distribution, for lost/compromised, or damaged authenticators, and for revoking authenticators; and (iii) changing default authenticators upon information system installation.  Electronic authentication methods to provide services to citizens, must comply with OMB Memorandum 04-04, E-Authentication Guidance, and associated implementation requirements in National Institute of Standards and Technology Special Publication 800-63, Electronic Authentication Guideline.
16.7
What is the DOC policy for IA-6 AUTHENTICATOR FEEDBACK? 
DOC requires that operating units ensure that information systems provide feedback to a user during an attempted authentication and that feedback does not compromise the authentication mechanism. 

16.8
What is the DOC policy for IA-7 CRYPTOGRAPHIC MODULE AUTHENTICATION? 
For authentication to a cryptographic module, DOC requires that operating units ensure that information systems employ authentication methods that meet the requirements of FIPS 140-2.  DOC requires that operating units implement cryptographic algorithms and modes of operation consistent with National Institute of Standards and Technology (NIST) Special Publication 800-21, Guideline for Implementing Cryptography in the Federal Government.  They must also follow, as applicable,

· NIST Federal Information Processing Standard (FIPS) 197, Advanced Encryption Standard.

· NIST FIPS 46-3, Change, Triple Data Encryption Standard.

· NIST FIPS 140-2, Security Requirements for Cryptographic Modules.

· NIST FIPS 180-2, Secure Hash Standard.

· NIST FIPS 186-2, Digital Signature Standard.

Validation lists of cryptographic products and vendors for use within the federal government are provided by NIST on the Cryptographic Module Validation Program web site.  Within DOC, ITSOs and system owners must ensure that cryptography is used for transmission of national security information, in accordance with the DOC Security Manual, Chapter 22.  In addition, DOC recommends that ITSOs implement cryptography for unclassified data that is sensitive, has a high value, or represents a high value if it is vulnerable to unauthorized disclosure or undetected modification during transmission or while in storage (such as For Official Use Only data).  To determine which type of cryptography (or combination thereof) best meets an operating unit’s needs, the system owner must first identify the system impact level and adequate protection requirements.
16.8.1
What is cryptography?

Cryptography describes a branch of mathematics based on the transformation of data from a clear-text, easily readable form into an encoded, visibly unreadable form.  Cryptography relies upon two basic components: an algorithm (or cryptographic methodology used to encode the data into unintelligible text) and a key to decode the data into readable text.  For two parties to communicate, they must use the same algorithm (or algorithms that are designed to work together).  In some cases, they must also use the same key.  Many cryptographic keys must be kept secret; sometimes algorithms are also kept secret.  There are two basic types of cryptography: "secret key" (also called symmetric systems) and "public key” (also called asymmetric systems).

16.8.2
How does cryptography help protect DOC information?

Cryptography provides an important tool for protecting information.  For example, cryptography can help provide data confidentiality, integrity, electronic signatures, and advanced user authentication.  Cryptographic methods provide important functionality to protect against intentional and accidental compromise and alteration of data.  These methods support communications security by encrypting the communication prior to transmission and decrypting it at receipt.  These methods also provide file/data security by encrypting the data prior to placement on a storage medium and decrypting it after retrieval from the storage medium.

17
Access Controls

 

17.1
What are the Access Controls required by DOC?

Logical access controls are the system-based mechanisms used to designate who or what is to have access to a specific system resource and the type of transactions and functions that are permitted.  They include controls that restrict users to authorized transactions and functions and controls that limit network access and public accesses the system.  DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, identification and authentication controls listed in Table17:

 

	Access Controls 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	AC-1 
	Access Control Policy and Procedures 
	AC-1 
	AC-1 
	AC-1 

	AC-2 
	Account Management 
	AC-2 
	AC-2 (1) (2) (3) 
	AC-2 (1) (2) (3) (4) 

	AC-3 
	Access Enforcement 
	AC-3 
	AC-3 (1) 
	AC-3 (1) 

	AC-4 
	Information Flow Enforcement 
	Not Applicable 
	AC-4 
	AC-4 

	AC-5 
	Separation of Duties 
	Not Applicable 
	AC-5 
	AC-5 

	AC-6 
	Least Privilege 
	Not Applicable 
	AC-6 
	AC-6 

	AC-7 
	Unsuccessful Logon Attempts 
	AC-7 
	AC-7 
	AC-7 

	AC-8 
	System Use Notification 
	AC-8 
	AC-8 
	AC-8 

	AC-9 
	Previous Logon Notification 
	Not Applicable 
	Not Applicable 
	Not Applicable 

	AC-10 
	Concurrent Session Control 
	Not Applicable 
	Not Applicable 
	AC-10 

	AC-11 
	Session Lock 
	Not Applicable 
	AC-11 
	AC-11 

	AC-12 
	Session Termination 
	Not Applicable 
	AC-12 
	AC-12 

	AC-13 
	Supervision and Review—Access Control 
	AC-13 
	AC-13 
	AC-13 (1) 

	AC-14 
	Permitted Actions w/o Identification or Authentication 
	AC-14 
	AC-14 (1) 
	AC-14 (1) 

	AC-15 
	Automated Marking 
	Not Applicable 
	Not Applicable 
	AC-15 

	AC-16 
	Automated Labeling 
	Not Applicable 
	Not Applicable 
	Not Applicable 

	AC-17 
	Remote Access 
	AC-17 
	AC-17 (1) (2) (3) 
	AC-17 (1) (2) (3) 

	AC-18 
	Wireless Access Restrictions 
	Not Applicable 
	AC-18 (1) 
	AC-18 (1) 

	AC-19 
	Access Control for Portable and Mobile Systems 
	Not Applicable 
	AC-19 
	AC-19 (1) 

	AC-20 
	Personally Owned Information Systems 
	AC-20 
	AC-20 
	AC-20 


Table 17:  Access Controls

 

17.2
What is the DOC policy for AC-1 ACCESS CONTROL POLICY AND PROCEDURES?
DOC requires that the IT Security Program Manager, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, access control policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the access control policy and associated access controls. 

17.3
What is the DOC policy for AC-2 ACCOUNT MANAGEMENT? 
DOC requires that operating units manage information system accounts, including establishing, activating, modifying, reviewing, disabling, and removing accounts.  The operating unit documents in its procedures the frequency for reviews of information system accounts. 

· Mandatory control enhancements for MODERATE and HIGH-impact systems: 

(1)
The organization employs automated mechanisms to support the management of information system accounts.
(2)
The information system automatically terminates temporary and emergency accounts after a reasonable period as documented by the operating unit. 
(3)
The information system automatically disables inactive accounts after reasonable period as documented by the operating unit.
· Mandatory control enhancement for HIGH-impact systems: 

(4)
The organization employs automated mechanisms to ensure that account creation, modification, disabling, and termination actions are audited and, as required, appropriate individuals are notified. 
17.3.1
What is account management?

Account management is a process whereby operating units provide for the life cycle of accounts.  IT Security Officers must ensure that operating unit policies and practices include the following aspects of account management:

· Account creation, including procedures for supervisor account request and authorization;

· Identification and documentation of the user and the appropriate access levels/account permissions and term of access for the user to the IT system;

· Account termination; and

· Periodic status review of all currently open accounts on all systems through auditing (review) of user accounts (federal employee, contractor, and “guest” accounts).

 

17.3.2
What is the DOC account management minimum standard?

At a minimum, operating unit procedures must address deactivation of all computer system accounts in a timely manner, indicative of the system impact level, when a change in user status occurs, regardless of platform (including PC, network, mainframe, firewall, router, telephone, and other miscellaneous utility systems) – such as when the account user:

· Departs the agency voluntarily or involuntarily; 

· Transfers to another operating unit within the agency; 

· Is suspended; 

· Goes on long term detail; or 

· Otherwise no longer has a legitimate business need for system access. 

This action must occur in a timely manner consistent with the circumstances of the user’s change in status, but under no condition, longer than the next day.

 

17.4
What is the DOC policy for AC-3 ACCESS ENFORCEMENT? 
DOC requires that the operating units ensure that information systems enforce assigned authorizations for controlling access to the system in accordance with applicable policy. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The information system ensures that access to security functions (deployed in hardware, software, and firmware) and information is restricted to authorized personnel (e.g., security administrators). 
17.5
What is the DOC policy for AC-4 INFORMATION FLOW ENFORCEMENT? 
DOC requires that the operating units ensure that Moderate- and High-impact information systems enforce assigned authorizations for controlling the flow of information within the system and between interconnected systems in accordance with applicable policy.

17.6
What is the DOC policy for AC-5 SEPARATION OF DUTIES? 
DOC requires that the operating units ensure that Moderate- and High-impact information systems enforce separation of duties through assigned access authorizations. 

17.6.1
How are security responsibilities assigned at the DOC for Moderate- and High-impact systems?

The DOC requires that assignment of security responsibilities must follow the principle of “separation of duties,” which essentially says, “Make sure the fox isn’t guarding the henhouse.”  The following three categories of “duty” must be kept separate or compensating controls in place to monitor activity closely.

· IT administration or operation (assuring systems function, to serve the system users);

· IT security (assuring adequacy of system controls for availability, integrity, and confidentiality); and 

· IT management (allocating adequate resources for implementation of effective IT security programs and system controls).

Due to staffing constraints found especially in smaller operating units, it is acceptable for example, for a system administrator to serve as a backup for an IT Security Officer who is on leave.  However, while serving in a dual role, compensating management controls must be implemented to ensure changes to the security posture are properly authorized.

 

17.6.2
Why is separation of duties such a good idea and how can I use it?

Separation of duties provides

· a system of checks and balances;

· distribution of security responsibilities rather than investing in one individual or role;

· the best compromise between usability and security -- the separation enables each person involved to vigorously pursue his/her individual duties, resulting in a reasonable compromise between usability and security with many people working to keep the balance; and

· a compensating control over the mere appearance of impropriety by those in a position to bypass IT security controls.

Heads of operating units, program officials, and system owners must apply this principle to positions with the ability to circumvent IT security controls, such as those involved with auditing of systems, network administration, application programming, computer operations, facility security, and any other security-related function.  They must examine the duties of an individual’s role, and make sure those duties do not conflict with one another.  For example:

· Authorizing Official:  The authorizing official, or the authorizing official’s designated representative, must authorize, in writing, the IT system security plan, all infrastructure security policies and procedures, and all significant changes to the system hardware and software configuration.

· System Owner:  The System Owner is responsible for the business operation of the system and ensuring that the system meets mission needs in a timely and secure manner, and that the system complies with all IT security requirements including certification and accreditation.

· Information System Security Officer (ISSO):  The ISSO executes day-to-day security operations and ensure that the authorized policies, procedures, and configurations approved by the Authorizing Official are implemented, such as

· The ISSO is responsible for execution and testing of plans to ensure system integrity and availability and for overseeing staff of system administrators and engineers that maintain Infrastructure hardware and system software, install application software, and monitor system performance and security events.

· The ISSO must elevate performance anomalies to the System Owner and security anomalies to the Office of Security IT Security Officer (ITSO) and the responsible incident response capability for assistance in resolution.

· The ISSO implements a regular schedule for vulnerability testing of system components, to ensure security patches are current on all devices, and that intrusion detection sensors (IDS) or system audit logs are properly configured and events are monitored.

· The ISSO is responsible for assessing the security impact of configuration changes to the system, evaluating cost-effective security alternatives, and approving security-related solutions.

· IT Security Officer (ITSO):  The ITSO must monitor compliance of the system with applicable Departmental and federal requirements and ensure the conduct of annual system self-assessment
s of security controls in accordance with NIST Special Publication 800-26.  The ITSO also monitors the timely completion of corrective actions to resolve control weaknesses identified in self-assessments or external reviews of controls and coordinates with the Department ITSPM on security issues and reporting on the security posture of the system.

· System Administration Staff:  The system and network administrators and engineering staff execute the configuration and maintenance direction of the ISSO as authorized in writing by the System Owner.

 

17.7
What is the DOC policy for AC-6 LEAST PRIVILEGE? 
DOC requires that the operating units ensure that Moderate- and High-impact information systems enforce the most restrictive set of rights/privileges or accesses needed by users (or processes acting on behalf of users) for the performance of specified tasks. 

17.8
What is the DOC policy for AC-7 UNSUCCESSFUL LOGIN ATTEMPTS? 
DOC requires that the operating units document in their procedures and ensure that information systems enforce a limit of consecutive invalid access attempts by a user during a reasonable time period.  The information system automatically locks the account/node for a time period defined by the operating unit, delays next login prompt according to a specified algorithm when the maximum number of unsuccessful attempts is exceeded. 

· Recommended control enhancement for HIGH-impact systems: 

(1)
The information system automatically locks the account/node until released by an administrator when the maximum number of unsuccessful attempts is exceeded. 
17.8.1
Who creates an account lockout policy and how does it help secure IT resources?

Each operating unit creates an account lockout policy.  The DOC sets minimum standards and the operating units are free to enhance these but not relax them.  The operating unit’s IT Security Officer creates the operating unit policies and helps to educate system users and enforce tougher standards.  Thus, account policies secure the operating unit network at the first line of defense (and the one most often breached).  Automatic account lockout makes the entire network safer from a brute force attack.

 

17.8.2
To what systems do these policies apply?

The DOC account lockout policies apply to all IT resources owned or used by the DOC with capabilities for account lockout (including those that may require supplementary software to add this capability.)

 

17.8.3
What does DOC require as the minimum standard for account lockout?

DOC requires that:

· The system locks out accounts when suspicious logon activity is detected, which requires that 

· the system allows a maximum of five (5) invalid logon attempts;

· the security application detects and counts invalid logon attempts; and

· when suspicious logon activity is detected, the system locks out the account for a pre-set time period of at least 15 minutes after which it can automatically reset.

· Locked accounts with privileged access (i.e., root or administrator access) will remain locked until unlocked by the help desk, security administration, or other authorized account management personnel.  In all cases, some reasonable and verifiable means of identification will be employed, to request an account be unlocked (if and whenever feasible, users will appear in person with verifiable official identification). 

· Deactivation of any account unused for a reasonable period as specified by the system owner in the IT IT system security plan
. 

 

17.9
What is the DOC policy for AC-8 SYSTEM USE NOTIFICATION? 
DOC requires that the operating units ensure that information systems display an approved, system use notification message before granting system access informing potential users: (i) that the user is accessing a U.S. Government information system; (ii) that system usage may be monitored, recorded, and subject to audit; (iii) that unauthorized use of the system is prohibited and subject to criminal and civil penalties; and (iv) that use of the system indicates consent to monitoring and recording.  The system use notification message provides appropriate privacy and security notices (based on associated privacy and security policies or summaries) and remains on the screen until the user takes explicit actions to log on to the information system. 

17.9.1
How are DOC users informed of rules of system access?

In order to inform users of the system, the system owner or other responsible management must select and configure the OS to display a warning banner screen (or close approximation) at login, and require users to electronically acknowledge the warning (such as clicking on “OK” or “I agree” button to proceed):

 

**WARNING**WARNING**WARNING**WARNING**WARNING** 

This is a Department of Commerce (DOC) computer system.  DOC computer systems are provided for the processing of official U.S. Government information only.  All data contained within DOC computer systems is owned by the DOC, and may be audited, intercepted, recorded, read, copied, or captured in any manner and disclosed in any manner, by authorized personnel.  THERE IS NO RIGHT OF PRIVACY IN THIS SYSTEM. System personnel may disclose any potential evidence of crime found on DOC computer systems to appropriate authorities.  USE OF THIS SYSTEM BY ANY USER, AUTHORIZED OR UNAUTHORIZED, CONSTITUTES CONSENT TO THIS AUDITING, INTERCEPTION, RECORDING, READING, COPYING, CAPTURING, and DISCLOSURE OF COMPUTER ACTIVITY.

**WARNING**WARNING**WARNING**WARNING**WARNING**

 

17.10
What is the DOC policy for AC-9 PREVIOUS LOGON NOTIFICATION? 
DOC does not require, at this time, require application of control AC-9.  Operating units, may, at their discretion, elect to ensure that information systems notify the user, upon successful logon, of the date and time of the last logon, and the number of unsuccessful logon attempts since the last successful logon. 

17.11
What is the DOC policy for AC-10 CONCURRENT SESSION CONTROL? 
DOC requires that the operating units ensure that High-impact information systems limit the number of concurrent sessions for any user to a limited number of sessions as defined in the operating unit procedures. 

17.12
What is the DOC policy for AC-11 SESSION LOCK? 
DOC requires that the operating units ensure that Moderate- and High-impact information systems prevent further access to the system by initiating a session lock that remains in effect until the user reestablishes access using appropriate identification and authentication procedures. 

17.13
What is the DOC policy for AC-12 SESSION TERMINATION? 
DOC requires that the operating units ensure that Moderate- and High-impact information systems automatically terminate a session after a reasonable period of inactivity as documented in the operating unit procedures. 

17.14
What is the DOC policy for AC-13 SUPERVISION AND REVIEW — ACCESS CONTROL?
DOC requires that operating units supervise and review the activities of users with respect to the enforcement and usage of information system access controls. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The organization employs automated mechanisms to facilitate the review of user activities. 
17.15
What is the DOC policy for AC-14 PERMITTED ACTIONS WITHOUT IDENTIFICATION OR AUTHENTICATION? 
DOC requires that operating units identify specific user actions that can be performed on the information system without identification or authentication. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The organization permits actions to be performed without identification and authentication only to the extent necessary to accomplish mission objectives. 
17.16
What is the DOC policy for AC-15 AUTOMATED MARKING? 
DOC requires that the operating units ensure that High-impact information systems mark output using standard naming conventions to identify any special dissemination, handling, or distribution instructions. 
17.17
What is the DOC policy for AC-16 AUTOMATED LABELING? 
DOC does not require, at this time, require application of control AC-16.  Operating units, may, at their discretion, elect to ensure that information systems appropriately label information in storage, in process, and in transmission. 

17.18
What is the DOC policy for AC-17 REMOTE ACCESS? 
DOC requires that operating units document, monitor, and control all methods of remote access (e.g., dial-up, Internet) to the information system including remote access for privileged functions.  Appropriate organization officials authorize each remote access method for the information system and authorize only the necessary users for each access method. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1) 
The organization employs automated mechanisms to facilitate the monitoring and control of remote access methods. 
(2) 
The organization uses encryption to protect the confidentiality of remote access sessions. 
(3) 
The organization controls all remote accesses through a managed access control point. 
17.18.1
What is teleworking?

Teleworking is generally recognized as working from home or some other alternate location away from the office where most of the DOC IT resources reside.  Frequently, teleworking may require external access to internal resources (such as printers, networked file storage, intranet services, e-mail services, and other networked resources residing at a location recognized to be under the control of the users’ organization).  This access may be provided through the use of direct-dial modems, through the Internet, or using wireless technology.  The employee’s supervisor determines the employee’s need for access to these resources.

 

17.18.2
What does DOC require to control remote access?

The DOC Remote Access Security standard (Appendix D of this policy) provide personnel (both federal and contractor) the mandatory and recommended practices for securing remote access connections to DOC IT resources.  The minimum DOC requirements include:

· Adhering to the SEQ CHAPTER \h \r 1 DOC Password Management standard (Appendix G of this policy). 

· Configuring dial-up connections to disconnect after a period of extended inactivity and simultaneous logging out of all associated user accounts (operating units may assign the duration of inactivity allowable). 

· Prohibiting listing dial-up modem numbers on Web sites, bulletin boards, or telephone directories, placing on business cards, or passing to third parties. 

· Scanning direct dial lines at least annually to monitor compliance with DOC policy. 

· Ensuring control of all modems connected to DOC IT systems. 

 

17.18.3
Why control modem connections?

In order to maintain network security, the security staff must monitor all of the entry points into the network.  An unauthorized, and therefore unknown and unattended, entry point can result in a serious security breach.  Security crackers know that open modems are an easy target, as they are accessed using publicly available telephone services.  Using telephone scanners a cracker can dial a list of telephone numbers, in increasing or random order, searching for the familiar modem carrier tone.  Once the dialer generates a list of discovered modems, the cracker can dial those numbers to find an unprotected login or easily cracked password to a remote-control program.  From there, the attacker has nearly unencumbered access to the Department’s sensitive information.

 

17.18.4
Where can I find more information on remote access security and telecommuting?

National Institute of Standards and Technology provides more information, in Special Publication 800-46, Security for Telecommuting and Broadband Communications.

 

17.19
What is the DOC policy for AC-18 WIRELESS ACCESS RESTRICTIONS? 
DOC requires that, for Moderate- and High-impact information systems, operating units: (i) establish usage restrictions and implementation guidance for wireless technologies; and (ii) document, monitor, and control wireless access to the information system. Appropriate organizational officials authorize the use of wireless technologies. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The organization uses authentication and encryption to protect wireless access to the information system. 
17.19.1
What are wireless access and networking?

Wireless access enables access to Department information using a radio-wave technology that does not require physical plugging in of equipment to data or phone outlets.  The definition of wireless access includes many different devices, including:

· cellular telephones;

· personal digital assistants, such as Palm Pilots;

· personal electronic devices, such as messaging and two-way pagers; and

· computers using wireless LAN protocols.

 

17.19.2
What are the security issues with wireless access?

Wireless access and networking should not be implemented in your environment without the approval of the OU CIO
.  In addition, seek guidance from the operating unit’s IT Security Officer regarding the operating unit’s specific requirements for security.  Implementing wireless access necessitates addressing several security issues.  When implementing wireless access to Department systems, a key consideration is the type of information and impact level accessed via wireless platform (e.g., e-mail, databases, and Web sites).  When implementing wireless networking for Department resources, major concerns include: 

· security of the wireless networking protocols; 

· confidentiality; 

· authentication; and 

· service provider agreements. 

 

17.20
What is the DOC policy for AC-19 ACCESS CONTROL FOR PORTABLE AND MOBILE DEVICES?
DOC requires that, for Moderate- and High-impact information systems, operating units: (i) establish usage restrictions and implementation guidance for portable and mobile devices; and (ii) document, monitor, and control device access to organizational networks. Appropriate organizational officials authorize the use of portable and mobile devices. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The organization employs removable hard drives or cryptography to protect information residing on portable and mobile devices. 
17.21
What is the DOC policy for AC-20 PERSONALLY OWNED INFORMATION SYSTEMS? 
DOC requires that operating units restrict the use of personally owned information systems for official U.S. Government business involving the processing, storage, or transmission of federal information. 

17.21.1
Can DOC personnel use DOC IT resources for personal tasks?

Operating units may develop policies covering personal use of IT resources beyond Commerce-wide policies as listed in section 4.5.6 of this policy, but such policies must be consistent with these Commerce-wide policies.  These policies may be covered under system-specific rules of behavior
, or be addressed in an overarching operating unit policy.  This policy should be explicit about permissible personal uses of Government resources.  The operating unit will inform all personnel of this policy.  The personnel will acknowledge receipt of this information prior to system use.  For Internet use, these policies must be consistent with published Department Internet Use Policy.

 

17.21.2
Can personally-owned or contractor-owned equipment or software be used in the Department?

The Department does not prohibit the installation and use of personally-owned or contractor-owned equipment or software.  However, the Department requires all operating units to establish a policy specifically addressing the IT security aspects of this issue within the operating unit’s computing environment.  For example, use of personal electronic devices may be restricted or prohibited in areas where national security information is discussed.  On the other hand, allowing use of personally-owned equipment by teleworkers (or contractor-owned equipment by contractors) may be financially advantageous for the operating unit.

 

17.21.3
What does DOC require regarding use of personally-owned or contractor-owned resources?

DOC requires, at a minimum, that all operating units establish a policy specifically addressing the IT security aspects of this issue within the operating unit’s computing environment and that the system owner must approve, in writing, the use of personally-owned or contractor-owned equipment and/or software, citing no adverse effects on DOC IT resource(s) or the network.  The system owner must also maintain records of all such authorizations, and make authorizations available to the operating unit IT Security Officer upon request for review.  Use of personally-owned equipment and software must comply with DOC and Federal Enterprise Architecture strategies.  When a manager/supervisor deems use absolutely necessary, the employee must obtain written authorization, including a justification, from the manager/supervisor and submit it to the system owner.  In addition, the responsible employee must: 

· provide evidence to the legality/existence of a valid software license;

· attest that there is no possibility of copyright infringement from use on Government systems; and

· use resources protected by copyright or patent in a manner consistent with such copyright or patent.

 

18
Audit and Accountability

18.1
What are the Audit and Accountability controls required by DOC?

Audit trails maintain a record of system activity by system or application processes and by user activity.  In conjunction with appropriate tools and procedures, audit trails can provide individual accountability, a means to reconstruct events, detect intrusions, and identify problems.  System audit trails, or event logs, provide a record of events in support of activities to monitor and enforce the IT system security policy.  National Institute of Standards and Technology (NIST) Special Publication 800-12, An Introduction to Computer Security: The NIST Handbook, Chapter 18, describes an event as any action that happens on a computer system, such as logging into a system, executing a program, and opening a file.  DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, audit and accountability controls listed in Table18:

 

	Audit and Accountability 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	AU-1 
	Audit and Accountability Policy and Procedures 
	AU-1 
	AU-1 
	AU-1 

	AU-2 
	Auditable Events 
	AU-2 
	AU-2 
	AU-2 

	AU-3 
	Content of Audit Records 
	AU-3 
	AU-3 (1) 
	AU-3 (1) (2) 

	AU-4 
	Audit Storage Capacity 
	AU-4 
	AU-4 
	AU-4 

	AU-5 
	Audit Processing 
	AU-5 
	AU-5 
	AU-5 (1) 

	AU-6 
	Audit Monitoring, Analysis, and Reporting 
	Not Applicable 
	AU-6 
	AU-6 (1) 

	AU-7 
	Audit Reduction and Report Generation 
	Not Applicable 
	AU-7 
	AU-7 (1) 

	AU-8 
	Time Stamps 
	Not Applicable 
	AU-8 
	AU-8 

	AU-9 
	Protection of Audit Information 
	AU-9 
	AU-9 
	AU-9 

	AU-10 
	Non-repudiation 
	Not Applicable 
	Not Applicable 
	Not Applicable 

	AU-11 
	Audit Retention 
	AU-11 
	AU-11 
	AU-11 


Table 18:  Audit and Accountability Controls
 

18.2
What is the DOC policy for AU-1 AUDIT AND ACCOUNTABILITY POLICY AND PROCEDURES?
DOC requires that the IT Security Program Manager, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, audit and accountability policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the audit and accountability policy and associated audit and accountability controls. 

18.2.1
What does DOC require for an audit trail?

DOC requires that system owners define in the IT IT system security plan
 the requirements to log, monitor, and investigate possible security violations from activity involving access to and modification of files.  Audit trails maintain a record of authorized and unauthorized system events both by system and application processes and by user activity of systems and applications.  In conjunction with other processes and controls, such as incident response capabilities and user identification and authentication, audit trails can assist in detecting security violations, network performance problems, and flaws in applications.  Audit trails can provide a means to help accomplish several security-related objectives, including individual accountability, reconstruction of events, intrusion detection, and problem analysis.

A system can maintain several different audit trails concurrently.  There are typically two kinds of audit records, (1) an event-oriented log and (2) a record of every keystroke, often called keystroke monitoring.  Event-based logs usually contain records describing system events, application events, or user events.  An audit trail should include sufficient information to establish what events occurred and who (or what) caused them.  In general, an event record should specify when the event occurred, the user ID associated with the event, the program or command used to initiate the event, and the result.  Date and time can help determine if the user was a masquerader or the actual person specified.

18.2.2
What is keystroke monitoring (user, or usage monitoring)?

System owners and system administrators must be familiar with the restrictions established by the Electronic Communications Privacy Act of 1986 (Public Law 99-508), with respect to legal issues surrounding the interception of certain communications and other forms of surveillance, and implement appropriate system policies regarding keystroke monitoring.  Keystroke monitoring is the process used to view or record both the keystrokes entered by a computer user and the computer's response during an interactive session.  Keystroke monitoring is usually considered a special case of audit trails.  Examples of keystroke monitoring would include viewing characters as they are typed by users, reading users' electronic mail, and viewing other recorded information typed by users.  

18.3
What is the DOC policy for AU-2 AUDITABLE EVENTS? 
DOC requires that operating units document in their procedures what events generate audit records for their information systems. 

· Recommended control enhancements for HIGH-impact systems: 

(1)
The information system provides the capability to compile audit records from multiple components throughout the system into a system-wide (logical or physical), time-correlated audit trail.
(2)
The information system provides the capability to manage the selection of events to be audited by individual components of the system.
18.4
What is the DOC policy for AU-3 CONTENT OF AUDIT RECORDS? 
DOC requires that operating units ensure that information systems capture sufficient information in audit records to establish what events occurred, the sources of the events, and the outcomes of the events. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The information system provides the capability to include additional, more detailed information in the audit records for audit events identified by type, location, or subject.
· Mandatory control enhancement for HIGH-impact systems: 

(2)
The information system provides the capability to centrally manage the content of audit records generated by individual components throughout the system.
18.5
What is the DOC policy for AU-4 AUDIT STORAGE CAPACITY? 
DOC requires that operating units allocate sufficient audit record storage capacity and configures auditing to prevent such capacity being exceeded. 

18.6
What is the DOC policy for AU-5 AUDIT PROCESSING? 
In the event of an audit failure or audit storage capacity being reached, DOC requires that operating units ensure that information systems alert appropriate organizational officials and takes the additional actions as documented by the operating unit in its procedures- (e.g., shutdown information system, overwrite oldest audit records, stop generating audit records)]. 

18.7
What is the DOC policy for AU-6 AUDIT MONITORING, ANALYSIS, AND REPORTING? 
DOC requires that, for Moderate- and High-impact systems, operating units regularly review/analyze audit records for indications of inappropriate or unusual activity, investigates suspicious activity or suspected violations, report findings to appropriate officials, and take necessary actions. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit employs automated mechanisms to integrate audit monitoring, analysis, and reporting into an overall process for investigation and response to suspicious activities.
· Recommended control enhancement for HIGH-impact systems: 

(2)
The operating unit employs automated mechanisms to immediately alert security personnel of inappropriate or unusual activities with security implications.
18.8
What is the DOC policy for AU-7 AUDIT REDUCTION AND REPORT GENERATION? 
DOC requires that, for Moderate- and High-impact systems, operating units ensure that information systems provide an audit reduction and report generation capability. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The information system provides the capability to automatically process audit records for events of interest based upon selectable, event criteria.
18.9
What is the DOC policy for AU-8 TIME STAMPS? 
DOC requires that, for Moderate- and High-impact systems, operating units ensure that information systems provide time stamps for use in audit record generation. 

18.10
What is the DOC policy for AU-9 PROTECTION OF AUDIT INFORMATION? 
DOC requires that operating units ensure that information systems protect audit information and audit tools from unauthorized access, modification, and deletion. 
18.11
What is the DOC policy for AU-10 NON-REPUDIATION? 
DOC does not require, at this time, require application of control AU-10.  Operating units, may, at their discretion, elect to ensure that information systems provide the capability to determine whether a given individual took a particular action (e.g., created information, sent a message, approved information [e.g., to indicate concurrence or sign a contract] or received a message). 

18.12
What is the DOC policy for AU-11 AUDIT RETENTION? 
DOC requires that operating units retain audit logs for a reasonable period as documented in the operating unit procedures and as consistent with Departmental and National Archives and Records Administration retention periods, to provide support for after-the-fact investigations of security incidents and to meet regulatory and organizational information retention requirements. 

19
System and Communications Protection
19.1
What are the Systems and Communications Protection controls required by DOC?

DOC requires that operating units comply with the NIST Special Publication 800-53, Recommended Security Controls for Federal Information Systems, system and communications protection controls listed in Table19:

 

	System and Communications Protection 

	 

Control Number
	 

Control Name
	Control Baselines

	
	
	Low
	Moderate
	High

	SC-1 
	System and Communications Protection Policy and Procedures 
	SC-1 
	SC-1 
	SC-1 

	SC-2 
	Application Partitioning 
	Not Applicable 
	SC-2 
	SC-2 

	SC-3 
	Security Function Isolation 
	Not Applicable 
	Not Applicable 
	SC-3 

	SC-4 
	Information Remnants 
	Not Applicable 
	SC-4 
	SC-4 

	SC-5 
	Denial of Service Protection 
	SC-5 
	SC-5 
	SC-5 

	SC-6 
	Resource Priority 
	Not Applicable 
	SC-6 
	SC-6 

	SC-7 
	Boundary Protection 
	SC-7 
	SC-7 (1) 
	SC-7 (1) 

	SC-8 
	Transmission Integrity 
	Not Applicable 
	SC-8 
	SC-8 (1) 

	SC-9 
	Transmission Confidentiality 
	Not Applicable 
	SC-9 
	SC-9 (1) 

	SC-10 
	Network Disconnect 
	Not Applicable 
	SC-10 
	SC-10 

	SC-11 
	Trusted Path 
	Not Applicable 
	Not Applicable 
	Not Applicable 

	SC-12 
	Cryptographic Key Establishment and Management 
	Not Applicable 
	SC-12 
	SC-12 

	SC-13 
	Use of Validated Cryptography 
	SC-13 
	SC-13 
	SC-13 

	SC-14 
	Public Access Protections 
	SC-14 
	SC-14 
	SC-14 

	SC-15 
	Collaborative Computing 
	Not Applicable 
	SC-15 
	SC-15 

	SC-16 
	Transmission of Security Parameters 
	Not Applicable 
	Not Applicable 
	Not Applicable 

	SC-17 
	Public Key Infrastructure Certificates 
	Not Applicable 
	SC-17 
	SC-17 

	SC-18 
	Mobile Code 
	Not Applicable 
	SC-18 
	SC-18 

	SC-19 
	Voice Over Internet Protocol 
	Not Applicable 
	SC-19 
	SC-19 


Table 19:  System and Communications Protection Controls
 

19.2
What is the DOC policy for SC-1 SYSTEM AND COMMUNICATIONS PROTECTION POLICY AND PROCEDURES?
DOC requires that the IT Security Program Manager, and operating units as necessary, develop, disseminate, and periodically review/update: (i) a formal, documented, system and communications protection policy that addresses purpose, scope, roles, responsibilities, and compliance; and (ii) formal, documented procedures to facilitate the implementation of the system and communications protection policy and associated system and communications protection controls. 

19.3
What is the DOC policy for SC-2 APPLICATION PARTITIONING? 
DOC requires that the operating units ensure that Moderate- and High-impact systems separate user functionality (including user interface services) from information system management functionality. 

19.4
What is the DOC policy for SC-3 SECURITY FUNCTION ISOLATION? 
DOC requires that the operating units ensure that High-impact systems isolate security functions from non-security functions. 

Control Enhancements: 

(1) The information system employs underlying hardware separation mechanisms to facilitate security function isolation. 
(2) The information system further divides the security functions with the functions enforcing access and information flow control isolated and protected from both non-security functions and from other security functions. 
(3) The information system minimizes the amount of non-security functions included within the isolation boundary containing security functions. 
(4) The information system maintains its security functions in largely independent modules that avoid unnecessary interactions between modules. 
(5) The information system maintains its security functions in a layered structure minimizing interactions between layers of the design. 
19.5
What is the DOC policy for SC-4 INFORMATION REMNANTS? 
DOC requires that, for Moderate- and High-impact systems, the operating units ensure that information systems prevent unauthorized and unintended information transfer via shared system resources. 

19.6
What is the DOC policy for SC-5 DENIAL OF SERVICE PROTECTION? 
DOC requires that the operating units document the types of denial of service attacks in their procedures and ensure that information systems protect against or limit the effects of these attacks.

Control Enhancements: 

(1) The information system restricts the ability of users to launch denial of service attacks against other information systems or networks. 
(2) The information system manages excess capacity, bandwidth, or other redundancy to limit the effects of information flooding types of denial of service attacks. 
19.7
What is the DOC policy for SC-6 RESOURCE PRIORITY? 
DOC requires that, for Moderate- and High-impact systems, the operating units ensure that information systems limit the use of resources by priority. 

19.8
What is the DOC policy for SC-7 BOUNDARY PROTECTION? 
DOC requires that the operating units ensure that information systems monitor and control communications at the external boundary of the information system and at key internal boundaries within the system. 

· Mandatory control enhancement for MODERATE and HIGH-impact systems: 

(1)
The operating unit physically allocates publicly accessible information system components (e.g., public web servers) to separate sub-networks with separate, physical network interfaces. The organization prevents public access into the organization’s internal networks except as appropriately mediated.
19.9
What is the DOC policy for SC-8 TRANSMISSION INTEGRITY?

DOC requires that, for Moderate- and High-impact systems, the operating units ensure that information systems protect the integrity of transmitted information. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit employs cryptographic mechanisms to ensure recognition of changes to information during transmission unless otherwise protected by alternative physical measures (e.g., protective distribution systems).
19.10
What is the DOC policy for SC-9 TRANSMISSION CONFIDENTIALITY? 

DOC requires that, for Moderate- and High-impact systems, the operating units ensure that information systems protect the confidentiality of transmitted information. 

· Mandatory control enhancement for HIGH-impact systems: 

(1)
The operating unit employs cryptographic mechanisms to prevent unauthorized disclosure of information during transmission unless protected by alternative physical measures (e.g., protective distribution systems).
19.11
What is the DOC policy for SC-10 NETWORK DISCONNECT?

DOC requires that, for Moderate- and High-impact systems, the operating units ensure that information systems terminate a network connection at the end of a session or after reasonable period of inactivity as documented in the operating unit’s procedures. 

19.12
What is the DOC policy for SC-11 TRUSTED PATH? 

DOC does not require, at this time, require application of control SC-11.  Operating units, may, at their discretion, elect to ensure that information systems establish a trusted communications path between the user and the security functionality of the system.

19.13
What is the DOC policy for SC-12 CRYPTOGRAPHIC KEY ESTABLISHMENT AND MANAGEMENT? 
DOC requires that, for Moderate- and High-impact systems, the operating units ensure that information systems employ automated mechanisms with supporting procedures or manual procedures for cryptographic key establishment and key management.  See also section 16.8 of this policy.

19.14
What is the DOC policy for SC-13 USE OF VALIDATED CRYPTOGRAPHY? 
When cryptography is employed within the information system, DOC requires that the operating units ensure that information systems perform all cryptographic operations (including key generation) using FIPS 140-2 validated cryptographic modules operating in approved modes of operation.  See also section 16.8 of this policy.
19.15
What is the DOC policy for SC-14 PUBLIC ACCESS PROTECTIONS? 
For publicly available systems, DOC requires that the operating units ensure that information systems protect the integrity of the information and applications. 

19.16
What is the DOC policy for SC-15 COLLABORATIVE COMPUTING? 
DOC requires that, for Moderate- and High-impact systems, the operating units ensure that information systems prohibit remote activation of collaborative computing mechanisms (e.g., video and audio conferencing) and provide an explicit indication of use to the local users (e.g., use of camera or microphone). 

· Recommended control enhancement for HIGH-impact systems: 

(1)
The information system provides physical disconnect of camera and microphone in a manner that supports ease of use. 
19.17
What is the DOC policy for SC-16 TRANSMISSION OF SECURITY PARAMETERS? 
DOC does not require, at this time, require application of control SC-16.  Operating units, may, at their discretion, elect to ensure that information systems reliably associate security parameters (e.g., security labels and markings) with information exchanged between information systems. 

19.18
What is the DOC policy for SC-17 PUBLIC KEY INFRASTRUCTURE CERTIFICATES? 
DOC requires that, for Moderate- and High-impact systems, the operating units develop and implement a certificate policy and certification practice statement for the issuance of public key certificates used in the information system. 

19.19
What is the DOC policy for SC-18 MOBILE CODE? 
DOC requires that, for Moderate- and High-impact systems, the operating units: (i) establish usage restrictions and implementation guidance for mobile code technologies based on the potential to cause damage to the information system if used maliciously; and (ii) document, monitor, and control the use of mobile code within the information system.  Appropriate organizational officials authorize the use of mobile code. 

19.19.1
What is mobile code?

The National Institute of Standards and Technology (NIST) defines mobile code, or agents, as “software programs or parts of programs obtained from remote information systems, transmitted across a network, and executed on a local information system without explicit installation or execution by the recipient.”  Such software can halt itself, ship itself to another agent-enabled host on the network, and continue execution, deciding where to go and what to do along the way.  Mobile agents are goal-oriented, can communicate with other agents, and can continue to operate even after the machine that launched them has been removed from the network.”  However, NIST has identified a number of advantages of using mobile code and mobile agent computing paradigms, including overcoming network latency, reducing network load, and having robust and fault-tolerant behavior.

19.19.2
What is the DOC policy for allowing mobile code?

The Department does not prohibit the use of mobile code, because to do so might impair certain business operations.  Instead, the Department requires each operating unit head to implement methodology consistent with NIST Special Publication 800-19, Mobile Agent Security, and NIST Special Publication 800-28, Guidelines on Active Content and Mobile Code, to ensure adequate controls have been considered.  This methodology requires information system owner
s to assess the risk of harm to IT systems from allowing malicious mobile code, such as JAVA script, to run on its systems.  The mobile code and mobile agent computing paradigm pose several privacy and security concerns, but applications are currently being developed by industry, government, and academia for use in such areas as telecommunications systems, personal digital assistants, information management, parallel processing, and computer simulation.  Security issues include: authentication, identification, secure messaging, certification, trusted third parties, non-repudiation, and resource control.  Mobile agent frameworks must be able to counter new threats as agent hosts must be protected from malicious agents, agents must be protected from malicious hosts, and agents must be protected from malicious agents.  The National Institute of Standards and Technology currently has a project under way to evaluate security countermeasures to attacks from malicious mobile code.

19.20
What is the DOC policy for SC-19 VOICE OVER INTERNET PROTOCOL? 
DOC requires that, for Moderate- and High-impact systems, the operating units: (i) establish usage restrictions and implementation guidance for Voice Over Internet Protocol (VOIP) technologies based on the potential to cause damage to the information system if used maliciously; and (ii) document, monitor, and control the use of VOIP within the information system.  Appropriate organizational officials authorize the use of VOIP.  DOC requires that system owner
s implement protective measures consistent with the recommendations in National Institute of Standards and Technology Special Publication 800-58, Security Considerations for Voice Over IP Systems.  Different from traditional circuit-based telephony, voice over IP technology permits voice transmission over packet-switched IP networks.  VOIP systems take a wide variety of forms, including traditional telephone handsets, conferencing units, and mobile units, and may include a variety of other components, including call processors/call managers, gateways, routers, firewalls, and protocols.  Because of the time-critical nature of VOIP, and its low tolerance for disruption and packet loss, many security measures implemented in traditional data networks are simply not applicable to VOIP in their current form; firewalls, intrusion detection systems, and other components must be specialized for VOIP.
20
Partnerships with Other Commerce Program Offices
 

20.1
What are some of the key DOC program offices with which the IT Security Program is linked?

The DOC IT Security Program must maintain partnerships with the following DOC offices, which all help define how DOC IT resources are purchased, used, protected, monitored, and maintained:

· Office of IT Security, Infrastructure, and Technology; 

· Office of the Chief Financial Officer (CFO) and Assistant Secretary for Administration, including the 

· Office of Security (OSY),

· Office of Human Resource Management (OHRM), and

· Office of Acquisition Management (OAM) and Servicing Procurement Offices (SPOs);

· Office of Inspector General (OIG); and 

· Office of General Counsel (OGC). 

 

20.2
Office of IT Security, Infrastructure, and Technology

20.2.1
How does the Office of IT Security, Infrastructure, and Technology (ITSIT) assist in the integration of IT and security programs within DOC?

The Director, Office of IT Security, Infrastructure, and Technology, manages and implements the Department-wide IT security program and the Department-wide critical infrastructure program, including: development and promulgation of policy and procedures; monitoring compliance of operating units; overseeing operating unit IT security programs; and management of the Commerce Federation of Computer Incident Response Teams.  The Office is responsible for:

· Ensuring adequate IT support for Continuity of Operations (COOP) and for coordinating IT for COOP Department-wide;

· Managing telecommunications to support emergency and COOP requirements, including the Government Emergency Telecommunications System program usage throughout the Department; supporting the secure telephone system requirements of the Department; 

· Representing the Department at working groups and committees addressing IT security and secure telecommunications issues; and

· Monitoring and evaluating new and emerging IT, which may be applicable for Department use, and advises the CIO on ways such technology can be most effectively introduced.

20.3
Office of Security (OSY)

 

20.3.1
How does the OSY help protect DOC IT resources?

The OSY is responsible for:

· Physical security of facilities and equipment external to computers or telecommunication lines;

· Protection of national security information;

· Personnel security, including performance of background checks and security clearance investigations of personnel; 

· Coordinating with the Department’s Critical Infrastructure Program Manager on the physical security aspect of critical infrastructure protection; and 

· Emergency planning.

Further information is available in Manual of Security Policies and Procedures (Chapters 1 and 2), and appropriate Departmental directives (e.g., the DAO 207- series).

 

20.3.2
What is Critical Infrastructure Protection (CIP)?

Critical Infrastructure Protection (CIP) focuses on providing support and redundancy for DOC physical and IT assets critical to national security, economy, public health, or public safety.  These assets must be made available within 72 hours of system or facility loss or damage.

 

20.3.3 How is Critical Infrastructure Protection (CIP) determined?

DOC requires all operating units to include CIP in the IT Security Program.  Operating units must coordinate with the DOC Critical Infrastructure Program Manager, who in turn coordinates with the Department of Homeland Security and the Office of Security to identify the CIP status for an IT resource.  The identification of CIP assets helps to prioritize DOC’s IT security resources.

 

20.3.4
What additional protections do Critical Infrastructure Protection (CIP) resources require?

Owners of systems qualifying as critical infrastructure assets must give these systems commensurately higher minimum protection and provisions for backup and recovery to ensure availability.  System owners of CIP systems must:

· Ensure that all DOC computer networks deemed as critical infrastructure in accordance with Executive Order 13231, Critical Infrastructure Protection in the Information Age, and Homeland Security Presidential Directive 7, Critical Infrastructure Identification, Prioritization, and Protection, have security controls inclusive of firewalls, intrusion detection systems, redundancy, and Continuity of Operations Plans (COOP); 

· Select a rigorous and frequent backup and restore routine because the data are just as important, or more important, than the system; 

· Ensure implementation of adequate physical security protections in accordance with The National Strategy for Physical Protection of Critical Infrastructures and Key Assets; 

· Increase the level of protection and decrease the privileged access to the system; and 

· Pay particular attention to the interdependencies in the operation of the resource. 

 

20.3.5
Where can I find more information on CIP?

For more information, DOC recommends the Department of Homeland Security’s Critical Infrastructure Protection web site for more information.

 

20.4
Office of Human Resource Management (OHRM)

 

20.4.1
How does OHRM participate in protecting DOC IT resources?

The OHRM maintains the database of DOC and operating unit employees.  This database may be utilized for maintaining a credentials management system and authorization of individual employee physical access controls at the operating unit.

 

20.4.2
How is the OHRM database used to protect DOC IT resources?

The OHRM database manages personnel information used to perform background checks and other investigative information.  In addition the database may be used to document the status of personnel access to information resources (e.g., employment status).  The OHRM database is a resource used in conjunction with OSY resources to maintain the status of physical access credentials such as building passes and badges for employees and contractors.

 

20.4.3
What are the responsibilities of the OHRM in implementing personnel security?

OHRM manages the human resources records for all personnel.  The responsibilities of OHRM for the maintenance of security of IT resources include:

· Providing timely and accurate information concerning personnel hiring, transfer, and termination to the operating unit IT Security Officer;

· Assisting in the administration of IT security awareness training for new employees in accordance with the DOC Manual of Security Policies and Procedures, Chapter 3;

· Implementing policy for personnel security in accordance with the DOC Manual of Security Policies and Procedures, Chapter 9;

· Updating and maintaining records concerning personnel security violations and other IT security reporting concerning personnel from Department managers in accordance with the DOC Manual of Security Policies and Procedures, Chapter 11;

· Reporting statistics on personnel security violations to aid in security planning and risk assessment in accordance with the DOC Manual of Security Policies and Procedures, Chapter 11;

· Maintaining position descriptions for all IT related positions;

· Establishing position sensitivity designations in accordance with the DOC Manual of Security Policies and Procedures, Chapter 10.

· Maintaining on file a copy of federal employee and contractor national security non-disclosure agreements in accordance with the DOC Manual of Security Policies and Procedures, Chapter 3 and Chapter 11;

· Developing and providing guidance on procedures for unfriendly terminations; and

· Maintaining personnel records containing the status of background checks, employment renewals and investigations of all personnel in accordance with the DOC Manual of Security Policies and Procedures, Chapter 11.

 

20.4.4
What areas of operational IT security are subject to OHRM responsibilities?

OHRM responsibilities cover all personnel in areas of operational IT security, or personnel that access Department IT resources.  The greatest harm/disruption to a system comes from the actions of individuals, both intentional and unintentional.  The operating unit will interface with OHRM to fulfill its responsibilities in managing and maintaining personnel records to assure accurate reporting to Department management on personnel security.

 

20.5
Office of Acquisition Management (OAM) and Heads of Contracting Offices (HCOs)

 

20.5.1
How does the operating unit interface with the Bureau Procurement Office (BPO) when considering IT security? 

Operating units consult with its BPO during the development of IT system security acquisitions.  Development of acquisition requirements is integral to the life-cycle process.  The BPO obtains the operating unit’s requirements in the areas of technical features (e.g., access controls); personnel security (e.g., background checks for system developers); and operational practices (e.g., awareness and training) in the form of a statement of work prepared by the operating unit.

 

20.5.2
What does the Bureau Procurement Office (BPO) do with the IT security requirements?

After the operating unit has determined security features and requirements, and provided the SPO with its statement of work, the SPO contracting officer works with the acquisition team to ensure the solicitation, and later contract award, include the security requirements.

 

20.5.3
What are required considerations for acquisition of security-related products?

IT Security Officers, system owners, Contracting Officers, Contracting Officer’s Technical Representatives, and others involved in aspects of system security must follow a methodology consistent with National Institute of Standards and Technology (NIST) Special Publication 800-64, Security Considerations in the Information System Development Life Cycle.  This methodology ensures that IT security is addressed in the acquisition process.

 

20.5.4
How does the Bureau Procurement Office (BPO) ensure that personnel security is appropriately addressed in IT service acquisitions?

DOC requires that acquisition professionals (contracting officers and contract specialists) provide a valuable service by ensuring that their customers work with operating unit customers, including IT Security Officers, to address security in their IT contract requirements in all stages of an acquisition (i.e., from the earliest budgeting and acquisition planning stages through requirements development, solicitation, source evaluation and selection, contract award and administration).  The Commerce Acquisition Manual, Part 37, Section 70 (Security Processing Requirements for On-Site Security Requirements) requires the customer to work with their respective security office before a solicitation is released to designate contract risk levels (for all on site contracts, not just IT) and then after award to arrange for background investigations on contractor employees in accordance with OSY’s Manual of Security Policies and Procedures, Chapter 11.  The operating unit must provide the BPO with the appropriate risk determination for the contract, and the BPO includes the corresponding appropriate language in the contract.

 

20.5.5
What other guidance is available regarding IT security in service acquisitions?

DOC recommends the additional guidance provided by

· National Institute of Standards and Technology (NIST) SP 800-23, Guideline to Federal Organizations on Security Assurance and Acquisition/Use of Tested/Evaluated Products, 

· NIST Special Publication 800-35, Guide to Information Technology Security Services, 

· NIST Special Publication 800-36, Guide to Selecting Information Security Products, and the 

· National Information Assurance Partnership (NIAP) validated products list for information on security-related products, operated by NIST and the National Security Agency (NSA), which evaluates commercial-off-the-shelf (COTS) and government-off-the-shelf (GOTS) products according to government standards and the Common Criteria. 

 

20.6
Office of Inspector General (OIG)

 

20.6.1
How does the OIG also help protect DOC IT resources?

The OIG provides independent oversight through audit and evaluation of the Department's IT Security Program, in accordance with the Inspector General's Act of 1978 (Public Law 95-452).  In this capacity, the OIG conducts audits of financial system controls, and evaluates the Department’s compliance with FISMA requirements.  The OIG also assists in the investigation of computer incidents 
that require coordination with external law enforcement agencies.  Policies relating to these areas can be found in appropriate Departmental directives, e.g., Inspector General Investigations, DAO 207-10.

 

20.6.2
How should operating units interface with the OIG?

Each operating unit’s IT Security Officer or CIO should maintain cooperative relationships with the OIG, including specific agreements and procedures covering incident response and forensics investigations if applicable.  Incidents involving suspected fraud, waste, or abuse of government resources should be reported to the OIG Fraud Hotline for investigation.

 

20.7
Office of General Counsel (OGC)

 

20.7.1
How does the OGC help protect DOC IT resources?

The OGC helps by reviewing DOC IT security policies to ensure the policies are aligned with current legal requirements.  OGC also reviews the legality of IT security contract clauses used by the Office of Acquisition Management in DOC contracts.

 

Appendix A:  IT Security Laws and Federal Regulations

 

U.S. Public Laws
Office of Management and Budget Regulations
Commerce Departmental Orders
Other


U.S. Public Laws

 

Privacy Act of 1974
This Act (Public Law 93-579, as amended, Title 5 U.S. Code section 552a) prohibits disclosure of information in personal records by any means of communication to any person, or to another agency, except pursuant to a written request by, or with the prior written consent of, the individual to whom the record pertains.

 

Federal Managers' Financial Integrity Act of 1982 (FMFIA)

This Act (Public Law 97-255) provides requirements for executive agency accounting and other financial management reports and plans, including identification and reporting of material weaknesses (section 2, (d)(4)).


Electronic Communications Privacy Act of 1986
This Act (Public Law 99-508) amends Title 18, United States Code, Chapter 119 with respect to the interception of certain communications, other forms of surveillance, and for other purposes.  It also prohibits unauthorized access to an electronic communications system in order to obtain or alter information contained in such system and prohibits the installation or use of a pen register or tracking device without a court order.

 

Computer Security Act of 1987 
(Summary)
In this Act (Public Law 100-235), the Congress declares that improving the security and privacy of sensitive information in Federal computer systems was in the public interest, and created a means for establishing minimum acceptable security practices for such systems.


Chief Financial Officers (CFOs) Act of 1990
The CFO Act (Public Law 101-576) lays a foundation for comprehensive reform of federal financial management. The act establishes a leadership structure, provides for long-range planning, requires audited financial statements, and strengthens accountability reporting. 

 

Computer Fraud and Abuse Act of 1992
This Act (U.S. Code Title 18, section 1030) defines the specific actions considered to be computer fraud or abuse.


Government Performance and Results Act of 1993 (GPRA)
This Act (Public Law 103-62) provides for the establishment of strategic planning and performance measurement in the Federal Government.


Government Management Reform Act of 1994 

This Act (Public Law 103-356) provides for improving the efficiency of executive branch performance such as the elimination or consolidation of duplicative or obsolete reporting requirements and adjustments to deadlines to provide for more efficient workload distribution or improve the quality of reports.

 

Paperwork Reduction Act of 1995 (PRA)
This Act (Public Law 104-13) requires that Federal agencies become more responsible and publicly accountable for reducing the burden of Federal paperwork on the public.


Federal Financial Management Improvement Act of 1996 (FFMIA)

This Act (Public Law 104-208, Title VIII) provides for consistency of accounting by an agency from one fiscal year to the next, and uniform accounting standards throughout the Federal Government in order to increase the accountability and credibility of federal financial management.
 

Clinger-Cohen Act (Information Technology Management Reform Act of 1996)This Act (Public law 104-106, Division E) defines reforms in information technology acquisition management within the Federal Government.


Trade Secrets Act 
This Act (U.S. Code Title 18, section 1905) defines the unlawful disclosure of confidential information and the penalties thereof.

 

Electronic Freedom of Information Act (e-FOIA, enacted October 1996)

This Act (Public Law 104-231, Title 5 U.S. Code section 552) requires agencies of the Federal Government to make certain agency information available for public inspection and copying and to establish and enable enforcement of the right of any person to obtain access to the records of such agencies, subject to statutory exemptions, for any public or private purpose.
 

Government Paperwork Elimination Act (GPEA, enacted October 1998)
This Act (Public Law 105-277, Title XVII, scroll to page 750 of 920) provides that electronic records and their related electronic signatures are not to be denied legal effect, validity, or enforceability merely because they are in electronic form, and encourages Federal government use of a range of electronic signature alternatives.

 

Federal Information Security Management Act (FISMA, enacted December 2002)

This Act (Title III of the E-Government Act of 2002) provides a comprehensive framework for ensuring the effectiveness of information security controls over information resources that support Federal operations and assets.

 

Office of Management and Budget (OMB)

 

Circular A-11, Planning, Budgeting, Acquisition of Capital Assets, Strategic Plans, Performance Plans 
This Circular provides guidance on the FY 2004 Budget submission. It also includes instructions on budget execution, integrating agencies’ budget and accounting functions, and improving the quality of financial information in accordance with the Government Performance and Results Act of 1993 and other laws.  The Circular describes specific steps that agencies must take to integrate budget and performance, a key part of the President’s Management Agenda. 
 

Circular A-76, Performance of Commercial Activities (Outsourcing) 
This Circular establishes Federal policy regarding the performance of commercial activities and sets forth the procedures for determining whether commercial activities should be performed under contract with commercial sources or in-house using Government facilities and personnel. 

 

Circular A-94, Guidelines and Discount Rates for Benefit-Cost Analysis of Federal Programs 
This Circular provides general guidance for conducting benefit-cost and cost-effectiveness analyses. It also provides specific guidance on the discount rates to be used in evaluating Federal programs whose benefits and costs are distributed over time. 

 

OMB Circular A-123, Management Accountability and Control 
This Circular provides guidance to federal managers on improving the accountability and effectiveness of Federal programs and operations by establishing, assessing, correcting, and reporting on management controls in accordance with the Federal Managers' Financial Integrity Act of 1982 (FMFIA).

 

OMB Circular A-127, Financial Management Systems
This Circular prescribes policies and standards for executive departments and agencies to follow in developing, operating, evaluating, and reporting on financial management systems in accordance with the Federal Managers' Financial Integrity Act of 1982 (FMFIA) and the Chief Financial Officers (CFOs) Act of 1990. 

 

Circular A-130, Management of Federal Information Resources 
This Circular establishes policy for the management of Federal information resources in accordance with the Computer Security Act of 1987 . 


Circular A-130, Appendix III, Security of Federal Automated Information Resources 
This Appendix establishes a minimum set of controls to be included in Federal automated information security programs.  It also assigns Federal agency responsibilities for the security of automated information and incorporates requirements of the Computer Security Act of 1987 and responsibilities assigned in applicable national security directives. 


OMB Memoranda pertaining to IT security and management:
M-95-22, Implementing the Information Dissemination Provisions of the Paperwork Reduction Act of 1995 (September 29, 1995)

 

M-96-20, Implementation of the Information Technology Management Reform Act of 1996 (April 4, 1996)

 

M-97-02, Funding Information Systems Investments (October 25, 1996)

 

M-97-16, Information Technology Architectures (June 18, 1997) 

 

M-98-04, Annual Performance Plans Required by the Government Performance and Results Act (GPRA) (January 29, 1998) 

 

M-99-18, Privacy Policies on Federal Web Sites (June 2, 1999)

 

M-99-20, Security of Federal Automated Information Resources (June 23, 1999) 

 

M-00-07, Incorporating and Funding Security in Information Systems Investments (February 28, 2000)

 

M-00-10, OMB Procedures and Guidance on Implementing the Government Paperwork Elimination Act (April 25, 2000)

 

M-00-13, Privacy Policies and Data Collection on Federal Web Sites (June 22, 2000)

 

M-00-15, OMB Guidance on Implementing the Electronic Signatures in Global and National Commerce Act (September 25, 2000)

 

M-01-05, Guidance on Inter-Agency Sharing of Personal Data - Protecting Personal Privacy (December 20, 2000) 

 

M-01-08, Guidance On Implementing the Government Information Security Reform Act (January 16, 2001) 

 

M-01-26, Component-Level Audits (July 10, 2001) 

 

M-02-12, Reducing Redundant IT Infrastructure to Homeland Security (July 19, 2002) 

 

M-03-22, OMB Guidance for Implementing the Privacy Provisions of the E-Government Act of 2002 (September 30, 2003)

 

M-04-16, Software Acquisition (July 1, 2004)

 

M-04-25, FY 2004 Reporting Instructions for the Federal Information Security Management Act (August 23, 2004)

 

M-04-26, Personal Use Policies and “File Sharing” Technology (September 8, 2004)

 

M-05-02, Financial Management Systems (December 1, 2004)
M-05-04, Policies for Federal Agency Public Websites (December 17, 2004)

 

M-05-05, Electronic Signatures: How to Mitigate the Risk of Commercial Managed Services (December 20, 2004)

M-05-08, Designation of Senior Agency Officials for Privacy (February 11, 2005)

 

Commerce Departmental Orders

 

Department Administrative Order (DAO) 200-0, Department of Commerce Handbooks and Manuals, December 24, 1996

This Order prescribes is a consolidated listing of DAO Handbooks and Manuals in the Department of Commerce. In this listing are the DAO number, title, a brief description and the Office of Primary Interest (OPI).  This Order also incorporates guidelines for preparing handbooks and manuals.

 

DAO 207-1, Security Programs, June 24, 1991 
This Order consolidates certain major Department of Commerce (DOC) security programs in a single directive. It prescribes programs management responsibilities and requirements for the preparation, issuance, and maintenance of manuals associated with each of these security programs. 


Department Organization Order (DOO) 10-5, Chief Financial Officer and Assistant Secretary for Administration, July 3, 2000

This Order prescribes the functions and organization of the Chief Financial Officer and Assistant Secretary for Administration.

 

DOO 15-23, Chief Information Officer, July 3, 2000
This Order prescribes the functions and organization of the Office of the Chief Information Officer (the CIO).


DOO 20-6, Deputy Assistant Secretary for Security, October 29, 1998
This Order prescribes the functions and responsibilities of the Deputy Assistant Secretary for Security. 


Other

Executive Order 13231 - Critical Infrastructure Protection in the Information Age (October 16, 2001) 

The purpose of this order is to protect against disruption of the operation of information systems for critical infrastructure and thereby help to protect the people, economy, essential human and government services, and national security of the United States, and to ensure that any disruptions that occur are infrequent, of minimal duration, and manageable, and cause the least damage possible. 

 

Executive Order 13228 - Establishing the Office of Homeland Security and the Homeland Security Council (October 8, 2001)

This Executive Order establishes within the Executive Office of the President an Office of Homeland Security (the "Office") to be headed by the Assistant to the President for Homeland Security. 

 

Homeland Security Presidential Directive 7, Critical Infrastructure Identification, Prioritization, and Protection (December 17, 2003) superceded The Clinton Administration’s Policy on Critical Infrastructure Protection: Presidential Decision Directive 63 (May 22, 1998) to ensure the viability of national infrastructures that are so vital that their incapacity or destruction would have a debilitating impact on the defense or economic security of the United States. 


Homeland Security Presidential Directive 12, Policy for a Common Identification Standard for Federal Employees and Contractors (August 27, 2004)

 

National Security Directive (NSD) 42, National Policy for the Security of National Security Telecommunications and Information Systems
This Directive establishes initial objectives of policies, and an organizational structure to guide the conduct of activities to secure national security systems from exploitation; establishes a mechanism for policy development and dissemination; and assigns responsibilities for implementation.

 

Issuances of the Committee on National Security Systems (CNSS), formerly the National Security Telecommunications and Information Systems Security Committee (NSTISSC), [Policies (P), Directives (D), and Instructions (I)]

Appendix B:      Acronyms and Abbreviations
	Abbreviation / Acronym
	Definition

	AO
	Authorizing Official (formerly referred to as the DAA)

	AODR
	Authorizing Official’s Designated Representative

	ATO
	Authorization to Operate

	BPO
	Bureau Procurement Office

	CA
	Certification Agent (formerly referred to as the System Certifier)

	C&A
	Certification and Accreditation

	CAP
	Corrective action plan – see also POA&M

	CIP
	Critical Infrastructure Protection

	CIPM
	Critical Infrastructure Program Manager

	CIRC
	Computer Incident Response Capability

	COOP
	Continuity of Operations Plan

	COTR
	Contracting Officer’s Technical Representative

	DAA
	Designated Approving Authority (now the Authorizing Official)

	DOC
	Department of Commerce

	FIPS
	Federal Information Processing Standards

	FISCAM
	Federal Information System Controls Audit Manual

	FISMA
	Federal Information Security Management Act

	FMFIA
	Federal Managers’ Financial Integrity Act 

	FOUO
	For Official Use Only

	GAO
	Government Accountability Office (formerly the General Accounting Office)

	HCO
	Head of Contracting Office

	IATO
	Interim Authorization to Operate

	IG
	Inspector General

	ISSO
	Information System Security Officer

	IT
	Information Technology

	ITSCC
	IT Security Coordinating Committee

	ITSPM
	IT Security Program Manager

	ITSO
	IT Security Officer

	NIST
	National Institute of Standards and Technology

	NSA
	National Security Agency

	OAM
	Office of Acquisition Management

	OCIO
	Office of the Chief Information Officer

	OHRM
	Office of Human Resource Management

	OIG
	Office of Inspector General

	OMB
	Office of Management and Budget

	OPM
	Office of Personnel Management

	OS
	Office of the Secretary

	OSY
	Office of Security

	OU
	Operating Unit

	ST&E
	Security test and evaluation


 

Appendix C:  Glossary

 

What are definitions of key terms used in this standard?

 

Accreditation – The official management decision given by a senior agency official to authorize operation of an information system and to explicitly accept the risk to agency operations (including mission, functions, image, or reputation), agency assets, or individuals, based on the implementation of an agreed-upon set of security controls.

Accreditation Boundary – All components of an information system to be accredited by an authorizing official
 and excludes separately accredited systems, to which the information system is connected.  Synonymous with the term security perimeter defined in CNSS Instruction 4009 and DCID 6/3.

Accreditation Package -- The evidence provided to the authorizing official to be used in the security accreditation decision process. Evidence includes, but is not limited to: (i) the system security plan; (ii) the assessment results from the security certification; and (iii) the plan of action and milestones.
Authentication – The authentication mechanism provides an added level of assurance that the user really is who he/she says he/she is.  Authentication consists of something a user knows (such as a password), something the user has (such as a token or smart card), or something the user is (such as a fingerprint).  It is the process by which the remote user is identified by entering a valid username and password. 

Authorizing Official – Also referred to as the Designated Approving Authority (DAA), the authorizing official (or approving/accrediting authority) must be a senior Commerce program official or other Commerce executive with the authority to take formal responsibility for operating an information system at an acceptable level of risk to agency operations, agency assets, or individuals.

Authorizing Official’s Designated Representative –  An optional role, the authorizing official’s designated representative is a Commerce management employee acting on the authorizing official’s behalf in coordinating and carrying out accreditation-related activities required during the security accreditation of an information system.  The designated representative interacts with the system owner, system security officer, certification agent, and other interested parties, and may be empowered by the authorizing official to make decisions with regard to the planning of the C&A activities, including identification of resources necessary to carry out the C&A activities.  
Broadband – Broadband is a type of data transmission in which a single medium (wire) can carry several channels at once (such as Digital Subscriber Lines (DSL) and cable TV/modem, two-way satellite, and other emerging technologies).

Certification -- A comprehensive assessment of the management, operational, and technical security controls in an information system, made in support of security accreditation, to determine the extent to which the controls are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting the security requirements for the system.

Certification Agent – Also referred to within DOC as the System Certifier, the certification agent is an individual, group, or organization responsible for conducting a security certification.

Computer Incident Response Capability (CIRC)—A mechanism through which an operating unit’s system owners and IT Security Officers are kept informed of system vulnerability advisories from the US-Computer Emergency Readiness Team and from software vendors and other sources.  The CIRC also tracks implementation of corrective actions (e.g., developing filter rules and patching), and coordinates with the computer incident response team regarding the handling and reporting of incidents involving systems under the operating unit’s responsibility.  A CIRC may consist of one or more persons (such as the IT Security Officer or CIO), who ensure that vulnerability advisories are communicated to system owners.

Computer Security Incident – NIST Special Publication 800-61 defines a computer incident within the federal government as a violation or imminent threat of violation of computer security policies, acceptable use policies, or standard computer security practices.  

Contractor Operation – An arrangement wherein a third party is contracted by DOC to

1. provide IT services and systems on behalf of Commerce at contractor facilities;

2. provide IT services and systems to Commerce via remote access; and

3. develop or maintain Commerce IT systems or software.
Designated Approving Authority (DAA) – See authorizing official.

Denial of Service –An attack that prevents or impairs the authorized use of networks, systems, or applications by exhausting resources.  For example,

–
An attacker sends specially crafted packets to a Web server, causing it to crash. 

–
An attacker directs hundreds of external compromised workstations to send as many Internet Control Message Protocol (ICMP) requests as possible to the organization’s network. 

Dial-up Access – Remote connectivity using a modem device to “call” another system over a public telephone line.  Such access may utilize analog services, Integrated Services Digital Network (ISDN) service, or DSL telephone service.

DOC-Owned/Furnished Resources – DOC-owned/furnished resources is government equipment including computers, other hardware devices, software, and data that are owned by the Department of Commerce and are provided to remote users for use in their official duties.

Firewall – A firewall is a general term for a network perimeter or border router device (may be hardware, software, or both) designed to prevent unauthorized access to or from one networked environment to another networked environment.  A computing environment may consist of one or more firewall devices that each protects specific segments of the internal DOC networked environment.  The outermost of these devices would face the public Internet.  Firewalls can be configured to examine all messages entering or leaving a DOC network and block those messages that are not explicitly allowed by the firewall configuration rules.

Forensic Examination – Forensic examination is the detailed inspection of computer memory and storage media to confirm or deny the occurrence of compromised information and applications, and if compromised, the extent to which information was compromised.

General support system – An interconnected set of information resources under the same direct management control that shares common functionality. It normally includes hardware, software, information, data, applications, communications, and people.
Help Desk – Group that offers advice to users regarding system problems.

Improper or Inappropriate Usage – Occurs when a person violates acceptable computing use policies.  For example,

–
A user provides illegal copies of software to others through peer-to-peer file sharing services. 

–
A person threatens another person through e-mail. 

Information Sensitivity – Information sensitivity reflects the relationship between the characteristics of the information processed (e.g., personnel data subject to protection under the Privacy Act) and the mission need to ensure the confidentiality, integrity, and availability of the information (e.g., legal requirements to protect confidentiality of personal data).  Sensitivity may vary from low, to medium, to high.  During the system risk assessment
, the system owner

 must determine the sensitivity, or reaction, of the agency’s mission to compromises of confidentiality, integrity, and availability of the information stored and processed by the system.  This determination, along with the likelihood of compromise occurring, establishes the level of security adequate to protect the data as required by OMB Circular A-130, Appendix III.  The system owner must identify the management, technical, and operational controls necessary to provide the required protection, and properly mark media containing sensitive information.

Integration Testing – The process of testing a system component or module after it has been combined or interconnected with a larger system infrastructure to ensure all components function as intended and are interoperable.  For example, software integration testing verifies that units of software, when combined, work together as intended so that interfaces work correctly.  Similarly, system interoperability testing verifies that a defined set of interrelated systems, which collectively support an organizational core business function, interoperate as intended with each other and with external interfaces in an operational environment (either actual or simulated).

IT Resources – IT resources consist of computer hardware, software, firmware, electronic data, networks, and support for these assets.

IT System – A discrete set of information resources organized for the collection, processing, maintenance, use, sharing, dissemination, or disposition of information.

Local Area Network (LAN) – Computer network that spans a relatively small area, such as a single building or group of buildings.

Major Application – An application that requires special attention to security due to the risk and magnitude of harm resulting from the loss, misuse, or unauthorized access to or modification of the information in the application.  Note: All federal applications require some level of protection. Certain applications, because of the information in them, however, require special management oversight and should be treated as major.  Adequate security for other applications should be provided by security of the systems in which they operate.
Malicious Code – A virus, worm, Trojan horse, or other code-based malicious entity that infects a host.  For example,
–
A worm uses open file shares to quickly infect several hundred workstations within an organization. 

–
An organization receives a warning from an anti-virus vendor that a new virus is spreading rapidly via e-mail throughout the Internet.  The virus takes advantage of a vulnerability that is present in many of the organization’s hosts.  Based on previous anti-virus incidents, the organization expects that the new virus will infect some of its hosts within the next three hours. 

Management Controls – The security controls (i.e., safeguards or countermeasures) for an information system that focus on the management of risk and the management of information system security.  They consist of: risk assessment; planning; system and services acquisition; and certification, accreditation, and security assessment.
National Security System –[44 U.S.C., Sec. 3542]  Any information system (including any telecommunications system) used or operated by an agency or by a contractor of an agency, or other organization on behalf of an agency— (i) the function, operation, or use of which involves intelligence activities; involves cryptologic activities related to national security; involves command and control of military forces; involves equipment that is an integral part of a weapon or weapons system; or is critical to the direct fulfillment of military or intelligence missions (excluding a system that is to be used for routine administrative and business applications, for example, payroll, finance, logistics, and personnel management applications); or, (ii) is protected at all times by procedures established for information that have been specifically authorized under criteria established by an Executive Order or an Act of Congress to be kept classified in the interest of national defense or foreign policy.

Operational Controls – The security controls (i.e., safeguards or countermeasures) for an information system that primarily are implemented and executed by people (as opposed to systems).  They consist of: personnel security; physical and environmental protection; contingency planning; configuration management; maintenance; system and information integrity; media protection; incident response; and awareness and training.

Personally-Owned Resources – Computers, other hardware devices, and software, owned by the remote access user.

Public-Access Equipment – Computers and other hardware devices owned by a party other than the Department of Commerce or the remote user, to which the unrestricted access by the general public is allowed.

Remote Access – Access by users (or information systems) communicating external to an information system security perimeter.  Remote access uses telecommunications to enable authorized access to non-public DOC computing services that would otherwise be inaccessible from work locations outside a DOC local area network or DOC-controlled wide area network computing environment.  This includes access to non-public DOC IT systems and data that are exposed to the public Internet (e.g., web access to electronic mail by the home user or business traveler) as well as modem dial-up and/or Virtual Private Network (VPN) access to internal DOC IT servers and desktop workstations.

Remote Location – A remote location is a work location at which the worker is not able to connect his/her computer directly to a DOC-controlled local area network or DOC-controlled wide area network that contains the systems needed for official duties.  This includes a worker’s home, a traveler’s hotel room, or an emergency worker’s field location.  Work from remote locations requires the use of telecommunications capabilities such as dial-up modems, Internet connectivity, or wireless networks to access DOC IT systems and data for official duty purposes.

Remote User – Any user who requires access to DOC IT systems from a remote location.  Users may include DOC federal employees and contractors, employees of other federal agencies who require remote access to DOC systems, and remote researchers processing DOC information.

Residual Risk – The remaining risk not eliminated by implementation of security controls or countermeasures. 

Risk – The level of impact on agency operations (including mission, functions, image, or reputation), agency assets, or individuals resulting from the operation of an information system given the potential impact of a threat and the likelihood of that threat occurring.
Risk Assessment – The process of identifying risks to agency operations (including mission, functions, image, or reputation), agency assets, or individuals by determining the probability of occurrence, the resulting impact, and additional security controls that would mitigate this impact. Part of risk management, synonymous with risk analysis, and incorporates threat and vulnerability analyses.

Risk Management – The process of managing risks to agency operations (including mission, functions, image, or reputation), agency assets, or individuals resulting from the operation of an information system. It includes risk assessment; cost-benefit analysis; the selection, implementation, and assessment of security controls; and the formal authorization to operate the system. The process considers effectiveness, efficiency, and constraints due to laws, directives, policies, or regulations.

Sanitization – Process to remove information from media such that information recovery is not possible.  It includes removing all labels, markings, and activity logs.

Security Test and Evaluation (ST&E) – ST&E is the process used to examine the effectiveness of IT system controls with the objective of determining the true risk, or exposure, of the system to certain threats.  Through the conduct of control tests, the IT Security Officer
 and system owner

 identify vulnerabilities that result from improper use of controls, missing controls, inherent system vulnerabilities, or mismanagement.  Through the application of ST&E methods, the certification agent analyzes the current state of the system by reviewing the system objects, and searching for anomalies that might indicate vulnerabilities that could permit an attack.  ST&E results in development of a plan of actions and milestones to track corrective actions necessary to mitigate vulnerabilities and reduce risk.
Senior Program Officials – Senior program officials are upper-level managers in charge of line offices who directly report to the Operating Unit Head.  For example, if the Operating Unit Head is an Under Secretary, then the senior program officials are the assistant secretaries or office directors, as applicable; if the Operating Unit Head is a Director, then the senior program officials are the associate directors.

Significant Change – A significant change is one that alters the baseline system configuration through the addition, deletion, or change of a configuration item within the system.  Examples of significant changes to an information system that should be reviewed for possible re-accreditation include but are not limited to: (i) installation of a new or upgraded operating system, middleware component, or application; (ii) modifications to system ports, protocols, or services; (iii) installation of a new or upgraded hardware platform or firmware component; or (iv) modifications to cryptographic modules or services.  Changes in laws, directives, policies, or regulations, while not always directly related to the information system, can also potentially affect the security of the system and trigger a re-accreditation action.
Spam -- Spam is unwanted, unsolicited, “junk” e-mail received by an e-mail account.

System – See IT System.

System Certifier --  See certification agent.

System Owner – Mid-level manager responsible for day-to-day system operations and responsible for the overall procurement, development, integration, modification, or operation and maintenance of an information system.

Technical Controls – The security controls (i.e., safeguards or countermeasures) for an information system that are primarily implemented and executed by the information system through mechanisms contained in the hardware, software, or firmware components of the system.  They consist of: identification and authentication; access control; audit and accountability; and system and communications protection.
Telework/Telecommuting – Telework occurs when managers and supervisors of DOC employees, or COTRs of DOC contractors, authorize paid employees to carry out all, or a part of, their work away from their normal places of business, usually at home or from an established government telework center.

Unauthorized Access – A person gains logical or physical access without permission to a network, system, application, data, or other resource.  For example,

–
An attacker runs an exploit tool to gain access to a server’s password file. 

–
A perpetrator obtains unauthorized administrator-level access to a system and then threatens the victim that the details of the break-in will be released to the press if the organization does not pay a designated sum of money. 

Virtual Private Network (VPN) – A virtual private network is a private “tunnel” through a public network (i.e., the Internet).  A virtual private network is a logical network that is established, at the application layer of the OSI model, over an existing physical network and typically does not include every node present on the physical network.  Authorized users are granted access to the logical network.  For example, there are a number of systems that enable you to create networks using the Internet as the medium for transporting data. These systems use encryption and other security mechanisms to ensure that only authorized users can access the network and that the data cannot be intercepted.

Wide Area Network (WAN) – A wide area network is a system of LANs connected to other LANs over any distance via telephone lines and radio waves.

Wireless LAN (WLAN) – A wireless LAN consists of a network that uses radio waves rather than wires to communicate between nodes.
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Appendix D:  Unclassified System Remote Access Security
 

[This Appendix supersedes the Unclassified System Remote Access Security Policy issued in December 2002.]

 

D.1
What is the purpose of this standard?

It is the policy of the Department of Commerce (DOC) to ensure that access to information technology (IT) systems from remote locations is provided to users in a secure and effective manner.  This set of requirements defines the DOC implementation standard intended to protect DOC IT networks and servers from the risks inherent in remote access without significantly impairing the DOC mission or the quality of service to the remote user.

 

D.2
To what does this standard apply?

This standard is to be applied independent of the size of the IT system and independent of the type of remote access technology.  Thus, it includes the following modes of remote access: modems, broadband and wireless connections; third party internet service providers (ISP); public access sites such as kiosks and Internet cafés; and alternate platforms such as personal electronic devices (PED)/personal digital assistants (PDA), and cell phones.  It applies to all non-national security IT systems used to carry out DOC’s mission, located both on and off government property, whether operated by federal employees or contractors.

 

It does not cover requirements for securing the servers and applications that are remotely accessed, nor does it cover remote access to national security systems
.  This standard does not apply to remote access to publicly accessible DOC Web sites, including those sites that support transactions and access to databases, even if that access is in support of the conduct of official Government business.  The term "remote access" as used in this standard does not include such Web site access, unless such access includes access to systems and data not publicly available through such Web sites.
 

D.3
Why does DOC need a remote access security standard?

This standard provides the mandatory minimum requirements to reduce risks to DOC IT systems and data while enabling DOC staff to continue to remotely access DOC IT systems for official duty purposes.  When an individual remotely accesses DOC IT systems, the overall security of those systems may be lowered and the potential exists for unauthorized access to data.  Computers that remotely access DOC IT systems are often not highly maintained with respect to security.  The result is that such computers may have been penetrated by hackers or fallen victim to one of thousands of active viruses, Trojans, and worms.  When these computers remotely access DOC IT systems, hackers, Trojans, and worms can circumvent DOC perimeter security mechanisms and cause great damage. This problem is exacerbated when a remote computer is connected to the Internet and to DOC IT systems at the same time (e.g. when using broadband technology).  However, remote access is an increasing necessity as more federal workers are carrying portable IT devices (e.g. laptop computers, cell phones, Palm or Windows PDAs, and Blackberries) and using Internet cafés and kiosks to enhance communications and perform DOC mission functions while on travel or teleworking.

 

D.4
Is all remote access the same?

DOC categorizes remote access into three tiers according to the risk of harm inherent in the nature of the access and the sensitivity of the information accessed.  Tier 1 represents low risk because the systems accessed are between the outermost DOC network perimeter or border device, such as a DOC firewall, and outside inner DOC firewalls that protect Commerce local area networks.  In addition, Tier 1 information is of low sensitivity.  Tier 2 represents medium risk because basic user privileges are allowed to access systems processing or storing non-national security information inside the inner DOC firewalls and internal to the DOC computing environment.  Tier 3 represents high risk because administrative (or “super-user”) privileges are allowed to access systems processing or storing sensitive-but-unclassified information that are internal to the DOC computing environment.

 

D.5
How do DOC IT users obtain remote access privileges?

Operating units must implement a mechanism to document and maintain records of “remote access user security agreements” and management approval for Tier 2 and Tier 3 access.  A “remote access user security agreement” provides documentation ensuring that:

1. The user’s manager, supervisor, or COTR has approved the remote access request;

2. The user certifies that he/she has received DOC security training within the last year; and

3. The user certifies that he/she understands, and will abide by, the terms of the “remote access user security agreement” and this DOC remote access standard.

 

An example of such an agreement follows; however, the template may be adopted for electronic completion, signature, and storage in accordance with the Government Paperwork Elimination Act (GPEA).  The manager, supervisor, or COTR must maintain records of the documented supervisor approval and the user certification in accordance with the Privacy Act.  He/she must also notify the system owner
, who in turn must provide authorized DOC IT users with the minimum access privileges documented in the agreement that are necessary to accomplish their job duties. 
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Unclassified System Remote Access User Security Agreement (Example)
 

Purpose and Scope:  I understand I am being granted permission to remotely access unclassified DOC IT systems as specified below, and that my use of this access may be monitored by DOC for compliance with this standard.  I understand this remote access may be allowed in conjunction with a separate approved request for teleworking.  I have completed DOC IT security training within the last 12 months, and I hereby attest that I have read and understand the DOC IT Security policies for remote access and password management.  I agree to comply with these policies, and I understand that my failure to comply with these policies may result in termination of my remote access privileges and/or disciplinary action.  Remote access to the following unclassified systems and web-enabled applications is authorized for official use:

Protection of Data: I hereby affirm and acknowledge my responsibility to ensure the confidentiality, integrity, and availability of all forms of Government information in accordance with DOC IT Security Program Policy and the DOC Security Manual, in a manner consistent with its sensitivity.

Protection and Maintenance of Equipment (check one):


DOC will provide and maintain hardware and software for remote access.  I will not alter the configuration of government equipment unless authorized in writing to do so.  I will protect DOC-owned/furnished resources and submit the equipment for periodic maintenance as required by DOC.


DOC will not provide hardware for remote access, but may provide software installation disks and support software used to process DOC information as permitted by software license agreements.  I will abide by the license agreements for DOC-furnished software.  DOC authorizes me to use my personally-owned computer for remote access, and although DOC may provide limited support, it is not required to support maintenance of the hardware or personally-owned software.  I will install and maintain the following:


Anti-virus software (required) ______________________________ (specify vendor and version)


Personal firewall (required) ________________________________ (specify vendor and version)

Computer incidents:  I also acknowledge the possibility, however small, that such information could potentially be viewed or downloaded by others than myself as a result of my remote access.  I fully understand that it is my duty to exercise due care in protecting this information and to immediately report an unauthorized disclosure or compromise to my supervisor and the  {enter name/phone of the ITSO, the operating unit responsible incident response capability or DOC CIRT} so that appropriate procedures may be initiated.  I further understand that, after proper coordination with law enforcement authorities, the Government may temporarily seize the device used to gain remote access for the purposes of forensic examination and sanitizing of compromised information.  Additionally, during this process I understand there exists a risk that system files and programs may be erased or damaged, or that unintentional damage may occur to the computer hard drive.  I hereby waive any and all claims against the Department of Commerce, the Federal Government, and individual officers, employees, agents and contractors thereof, arising out of necessary security procedures and actions with respect to personally-owned IT equipment and any such damage to, or erasures of personal data.

Remote User’s Printed Name
Signature
Date
 

I hereby certify that this federal employee/contractor requires remote access as described herein to accomplish the DOC mission:

Remote User’s Supervisor’s Printed Name
Signature
Date

 

D.6
What are the minimum mandatory requirements for protective countermeasures required by DOC?

Remote connectivity to DOC IT systems can be grouped into the three tiers of access as described in the following table.

	Tier
	Category
	Access Description
	Level of Security for Remote User’s System
	Minimum Standard Countermeasures Required

	1
	Authenticated services
	For access to DOC IT services through the Internet or by dial-up that must be authenticated, require access only to services outside (on the public side) of a DOC firewall, and do not require access to internal DOC systems.
	Low

 

Unclassified information of low to medium sensitivity relative to availability, confidentiality, and integrity.
	1.   Operating units must establish, or participate in, centralized management control of all modem pools and require written authorization for use of modem pools.  Call-back features should be enabled.

 

2.   Remote computers used for “authenticated services” must be configured and maintained in a secure manner as described in the following table.  Standard countermeasures are identified as either Mandatory (“M”) or Recommended (“R”) depending on the type of device used.

Standard Countermeasure

DOC-Owned/ Furnished Equipment

Personally-Owned Equipment

Other (Publicly-accessed) Equipment

Configure computers to not "remember" DOC passwords.

M

M

R

Terminate connections to DOC applications when not being used.

M

M

M

Ensure that all passwords to DOC systems meet the DOC Standard on Password Management.
M

M

M

Do not share or reveal DOC usernames and passwords to anyone (including family members) to prevent unauthorized access to DOC IT systems and data.

M

M

M

Ensure encryption of passwords and data using a FIPS- compliant algorithm when transmitted over the Internet (except for one-time passwords).  This encryption can be done by the individual applications or provided by DOC servers through an encrypted tunnel to the remote computer.

M

M

M

Install, regularly update (at least monthly), and run anti-virus software on equipment that supports such software.

M

R

R

Install and regularly update (at least monthly) security related patches on devices that can be patched.

M

M

R

Install personal firewalls on all remote access computers connected to the Internet (for which such software is available).  Stand-alone firewalls may be used in conjunction with personal firewalls within home networks using broadband technology (e.g. cable modems, digital subscriber lines, and satellite uplinks) or wherever else applicable.

M

R

R

Shield entry of authentication information from “shoulder-surfers,” as though shielding entry of a PIN at an ATM machine.

M

M

M

Clear browser history and cache and close browser (disconnect from the Internet) when finished with remote access needs.  [For example, with Internet Explorer, select the “Tools” menu, then select “Internet Options,” under the “General” tab, select Temporary Internet Files > “Delete Files,” and History > ”Clear History,” then click “OK” and close the browser.]

R

M

R

Do not save Government information and applications to the hard drive of the remote access computer.

NA

R

M



	2
	Authenticated network access
	For access to internal DOC systems (i.e., inside the outermost DOC firewalls or perimeter gateway).  Such a user may then access a variety of DOC IT services that are only available to computers behind the outermost DOC firewalls that protect systems available only to authorized DOC users.  This category includes users who authenticate to a DOC gateway and are granted only partial access to the relevant network.
	Moderate

 

This level of access requires a moderate amount of security to ensure user identification and authentication and user accountability.
	Computers used for “authenticated network access” remote access
 must be configured and maintained in a secure manner. All of the standard countermeasures listed for Tier 1 are incorporated as mandatory for Tier 2, PLUS users must meet the following additional mandatory standard:

1. Approve all remote access in writing by user’s supervisor and ensure the user certifies he/she has been trained and understands applicable policies.

2. Conduct remote access either from DOC-owned/furnished or personally-owned computers under the control of the user, or public-access computers if the user can verify that security mechanisms exist that satisfy this standard.

3. Use a mechanism for encrypting sessions that meets at a minimum AES or Triple-DES.  Examples include using Public-Key Infrastructure (PKI), a Virtual Private Network (VPN) or a CITRIX remote access server.

1. Authenticate first to a remote access gateway on the DOC network perimeter as well as comply with the system owner’s requirements for authentication and identification of the specific internal system or data resource being accessed.  All data must pass through an additional access control point (e.g., a firewall, a modem call-back feature, or SecureID tokens) before users are permitted to access internal systems.

4. Don’t use remote access computers as servers (e.g., web servers, private e-mail servers, File Transfer Protocol (ftp) sites, or chat servers), or connect the computer to other networks, including wireless networks, while connected to the DOC network.

5. Computers must be protected against unauthorized access by using password-protected screensavers when idle for a duration of 15 minutes.

6. Terminate connections to the DOC network (either initiated by the user or by DOC remotely accessed systems), when idle for more than 30 minutes.

7. Use of access protocols vulnerable to exploitation (e.g., Telnet, ftp, and rlogin) is prohibited unless transmission is through an encrypted tunnel such as a VPN.

8. Use of public-access equipment is prohibited.

	3
	Remote control
	For administrative access to a DOC computer, database, or IT resource (e.g., using PCAnywhere).  This category is usually used for obtaining remote administrator control but it also includes user level control when unrestricted user level access to the underlying operating system is obtained.
	High

 

This level of access requires a high amount of security due to the possible penetration of the remotely accessed computers and level of user privileges allowed.
	Remote computers used for “remote control” access must be configured and maintained in a secure manner.  All of the standard countermeasures listed for Tier 1 and for Tier 2 are incorporated as mandatory standards for Tier 3.  In addition, he/she must meet the following mandatory standard:

9. Grant remote control access privileges in moderation, and only to those with proper justification.

10. Allow use of third-party remote control/direct-access software in moderation (e.g., PCAnywhere or “www.gotomypc.com”), and only to those with proper justification.

11. Properly configure use of direct-access software, including:

1. No remote control/direct access software may be permitted to use dial-up connectivity unless transmissions are encrypted in accordance with the requirements of this standard.

2. Dial-up access must be protected by call-back modems programmed to call authorized user numbers.

3. IP address screening must be used for broadband connections.

 


 

 

D.7
How is data protected from loss?

Remote users must protect government data from loss, destruction, compromise, and leakage to unauthorized parties.  Specifically:

For Tier 1, Tier 2, and Tier 3 access:

· Users must not leave an active connection to DOC IT systems unattended.

· Surge protectors should be used on remote access equipment.

 

For Tier 2 and Tier 3 access:

· Users must ensure that the government data processed on DOC-owned or personally-owned remote access computers are backed-up on a periodic basis, either automatically through the network or remotely with removable drives (such as government-furnished diskettes).

· When sensitive-but-unclassified government information is copied to a removable drive, the media must be properly marked as For Official Use Only or with the proper information category.  If possible, the media should be encrypted to prevent unauthorized disclosure.

· Uninterruptible power (UPS) supplies should be in place to protect data rated High availability (i.e., required within 72 hours of interruption).

· When not in use, media should be stored in heavy locked furniture such as a desk or credenza or a safe.

 

D.8
How are portable remote devices protected from loss?

DOC requires that remote access users protect DOC-owned equipment from loss and destruction, and DOC recommends protection of personally-owned
 equipment used for remote access.  The following practices are recommended:

· Physically secure laptops that spend a majority of their time in two or fewer places with a cable lock.  Almost all major laptop brands contain a slot to attach a lock cable.  Those that do not can have a lock cable glued on.
· Use a non-descript carrying case for portable devices to avoid unwanted attention.  A leather briefcase or obvious laptop case can attract attention in public places, especially airports, and while on planes.
· If traveling with sensitive-but-unclassified information, pack information or information backup in separate bag from the portable device in case of theft of the device.
· Identify the portable device with contact information.  Decals or markings can be placed on the device that are difficult to remove and if done so, indicate obvious tampering.
· Record the serial number and other identification information about the portable device twice, and keep one copy at home or in the office in case of theft of the device.  This information can be helpful to authorities searching for the device if lost or stolen.
· Consider use of advanced security features such as biometric login, motion sensing, and “Lo-Jack” type location tracking.  Depending on the nature of the information accessed by and processed on the remote access device, the cost and benefits of advanced controls should be analyzed.
 

D.9
Where can I find more information on remote access security and related topics?

DOC recommends the following sources for additional information on remote access security:

· Department of Commerce Telework Program;

· Department of Commerce Standard on Password Management.
· National Institute of Standards and Technology (NIST) Federal Information Processing Standard (FIPS) 46-3, Data Encryption Standard (DES);
· NIST FIPS 197, Advanced Encryption Standard;
· NIST Special Publication 800-41, Guidelines on Firewalls and Firewall Policy;
· NIST Special Publication 800-45, Guidelines on Electronic Mail Security;
· NIST Special Publication 800-46, Security for Telecommuting and Broadband Communications;
· NIST Special Publication 800-48, Wireless Network Security: 802.11, Bluetooth, and Handheld Devices; and
· Committee on National Security Systems Information Assurance Advisory Number IAA-002-2002, Updated Personal Electronic Devices Guidance, issued by the National Security Agency (document For Official Use Only).
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Appendix E:  IT Security Plans of Action and Milestones (POA&Ms) and Performance Metrics

 

[This Appendix supersedes the Guidance for Developing Plans of Action and Milestones (v2, August 2003) and incorporates Guidance for Operating Unit Submissions of Plans of Action and Milestones and Quarterly Performance Metrics (v4, August 2003).]

 

E.1
What is the purpose of this standard?

The DOC IT Security Program Policy and Minimum Implementation Standards, section 6.6, establishes the policy for development and management of plans of action and milestones (POA&Ms) to track corrective actions when external audits or self-assessment
s reveal deficiencies in a Department of Commerce (DOC) information technology (IT) security program or system security controls.  This standard provides process guidance and minimum implementation requirements for completion of POA&Ms by all DOC operating units.  In addition, this standard describes the specifications for the consistent and comprehensive completion of required updates of its IT security POA&Ms and establishes reporting schedules and formats for POA&Ms and IT security performance metrics.  Failure to follow the prescribed format as described in this standard will result in POA&Ms returned to the operating unit for re-work, and possibly result in the operating unit missing the due date established by IT security policy.

E.2
What is a Plan of Action & Milestones (POA&M)?

The Federal Information Security Management Act, Public Law 107-347, Title III, added 44 U.S.C. ' 3544(b)(6) to require that agencies establish “…a process for planning, implementing, evaluation, and documenting remedial action to address any deficiencies in the information security policies, procedures, and practices of the agency.”  The Office of Management and Budget (OMB) annually issues reporting requirements for the development of POA&Ms.  OMB has established the POA&M and performance metrics formats and this DOC standard conveys the DOC expectations of those requirements to DOC operating units.

E.3
What must be included in a POA&M?

POA&Ms must include all IT security program-level and system-level weaknesses identified as:

· All findings from

· Office of Inspector General (OIG) reports,

· General Accounting Office (GAO) reports, and

· Third-party contractor assessment reports (such as Department Compliance Review reports, or reports of contractors hired by the operating unit to conduct IT security self-assessment
s or vulnerability scans);

· Planned system controls identified in updating a general support system or major application security plan (do not need to track control upgrades or enhancements but must track missing controls);

· Corrective actions necessary to achieve full compliance with Departmental policies and standards (including actions specified in approved policy waiver requests);

· Corrective actions necessary to achieve full accreditation of a system, which must be detailed by the authorizing official
 in the interim authorization to operate memo to the System Owner; and

· NIST Special Publication 800-26, Appendix A, system self-assessment checklist critical elements that have not reached Level 4, tested
, and for which the authorizing official has not accepted residual risk in writing.  A Level 4 indicates that there are documented policies (Level 1) and procedures for implementing the control (Level 2); that the control has been implemented (Level 3); and that the control has been tested and if found ineffective, remedied (level 4).  The weakness should be tracked at the critical element level and not by control objective or technique.

· IT Security Program capability maturity (NIST Special Publication 800-26, Appendix C) below a Level 3
, implemented procedures and controls.  At level 3, the IT security program procedures and controls are implemented in a consistent manner and reinforced through training.  While testing the on-going effectiveness is not emphasized in Level 3, some testing is needed when initially implementing controls to ensure they are operating as intended.
E.4
Do I list all weaknesses in one POA&M for my operating unit?

How many POA&Ms you will need depends on the nature of the weaknesses.  Weaknesses are of two types: program-level and system-level.  For the purposes of the POA&M, the program is the IT security program
, acquisition program, human resources, or physical/personnel security program for your operating unit, or in the case of the Department, for the Departmentwide program.  A system is either a general support system or major application.  Each program and each system require separate POA&Ms.

· Program-level weaknesses involve development of policies and procedures applicable to the entity-wide IT security program, and are identified through external audits/evaluations, DOC compliance reviews, and operating unit system certifications and self-assessment
s.

· System-level weaknesses involve a specific general support system or major application only and are identified through evaluations and audits, DOC compliance reviews, certification testing, and operating unit self-assessments (NIST Special Publication 800-26 self-assessment checklist).

E.5
What format do I use to complete the POA&M?

The Department requires POA&Ms to be submitted in Microsoft Excel format.  The central Departmental database exists in Microsoft Access; therefore operating units must submit POA&Ms using Microsoft Excel so that the information can be efficiently imported to the database.
E.6
Who is responsible for reporting the POA&M and Performance Metrics and what must be reported?

The operating unit IT Security Officer (ITSO), through the operating unit Chief Information Officer (CIO), must submit the following reports in accordance with this standard.  As necessary to comply with OMB reporting guidance, the Department IT Security Program Manager will issue updates to this standard to reflect changes in reporting requirements.

· Monthly Summary POA&M Status Updates.  A Microsoft Excel file containing an updated summary table, by fiscal year, of all POA&Ms tracked (see example at Table E.1) or if there are no POA&M weaknesses tracked, or no changes since the prior report, a narrative statement that no new weaknesses have been identified and/or no changes have occurred.

· Quarterly Submission of Full POA&M Reports with Detailed POA&M Tables.  A Microsoft Excel file containing the updated detailed POA&M tables of program-level and system-level weaknesses identified, by fiscal year, as prepared and submitted to the Department on a quarterly basis, and by the Department to OMB and other external oversight entities upon request.  Examples for the preparation of POA&Ms are provided at Table E.2.  Submissions must include changes to milestones, including delays to milestones (column F) and update of status (column H).  Provide all program-level and system-level POA&M tables as separate worksheets of one file to the extent practicable, ensuring that fiscal year designations are included in the POA&M numbering to differentiate weaknesses from one year to the next.  Spell out acronyms on first use for system names, office symbols, and other terms not readily apparent to the outside reviewer.  Do not delete items from the POA&M upon completion; however, discontinue submission of detailed POA&Ms if all actions for that fiscal year have been completed.  You must submit the final POA&M showing all actions completed.  [NOTE:  Do not combine new weaknesses identified during one fiscal year into the tables or summary for prior year POA&Ms.]
· Quarterly Performance Metrics.  Operating units must provide a periodic update on their performance against a set of IT security measures established by OMB.  Operating units must use Microsoft Excel and complete the table shown at Table E.3.

E.7
What information is required in the POA&M Summary?

The POA&M summary contains the numerical status of all actions (weaknesses) reported to OMB.  Table E.1 provides an example of a completed POA&M summary table.  This summary includes a number for

· Total Weaknesses, 

· Actions Completed (including testing), 

· Actions Ongoing and On Schedule, and 

· Actions Delayed (including explanatory note of the new target completion date and a brief description of the cause of the delay).  Delays must also be included in the detail POA&M table, under column F, “changes to milestones.” 

[NOTE: The sum of the Actions Completed, Actions Ongoing and On Schedule, and Actions Delayed must equal the Total Weaknesses]

Table E.1.  Example of completed POA&M Monthly Summary Table by Fiscal Year.

	Department of Commerce/Operating Unit Name

	Plan of Actions and Milestones

	Summary Status as of mm/dd/yyyy

	Originating Fiscal Year
	Total Weaknesses
	Actions Completed (including testing)
	Actions Ongoing and On Track
	Actions Delayed from Original Completion Date

------------

Weakness Number, Reason for Delay, and Interim Achievements

	FY 2004 POA&M
	1
	0
	0
	1

	
	
	
	
	OU-04.106 Web Server Configuration  Corrections
We still need to complete a system upgrade, which has been delayed awaiting the arrival of a required patch from the vendor.  The current projected completion date is now 9/30/2005 (original date 12/31/2004).

	FY 2005 POA&M
	4
	4
	0
	0

	
	
	
	
	 

	FY 200x POA&M
	9
	1
	8
	0

	
	
	
	
	 

	Totals
	14
	5
	8
	1


E.8
What information do I include in the detailed POA&M?

Provide all of the following information in the POA&Ms.  Examples of completed POA&M tables are provided in Tables E.2 and E.3.

· Column A:  The first column of each row in the table must include a brief description of the weakness
 or area of weakness found.  All weaknesses in the entire POA&M must be numbered sequentially starting with 1. 

· Column B:  Operating unit’s program office or line office responsible for implementing corrective action
 – office names or position titles are preferred over people’s names. 

· Column C:  Estimated resources required to resolve the deficiency (low, moderate, high) or actual amounts if known.  If existing resources will be used and no additional funding will be requested, state this.  “Unfunded” is not an acceptable response for this field. 

· Column D:  Scheduled final completion date for overall completion of all sub-tasks associated with correcting the weakness. 

· Column E:  Key milestones with interim completion dates that describe all sub-tasks associated with the correcting the weakness.  Separate sub-tasks by using bullets or spacing between tasks. 

· Column F:  Changes to the original milestones.  For delayed actions, provide the new milestone completion date and provide a brief description of the cause of the delay.  Note:  Provide a concise reason for the delay.  Missed milestones are a serious matter that must be addressed by all parties involved (system owner, IT Security Officer, chief information officer, and program officials or operating unit heads) to evaluate the cause and formulate immediate action to enable completion of the corrective actions.  For actions completed early, provide the actual completion date and reasons for early completion so that efficiencies can be shared Department-wide. 

· Column G:  Reporting source of the weakness (e.g., OIG audit or NIST self-assessment
). 

· Column H:  Status of corrective actions as of the end of the period covered by the report.  You must enter either “Complete” or “Ongoing.”  No other description of status is acceptable in this column.  If complete, you must include the date of completion, including testing**.  Any other explanatory notes must be entered in the changes to milestones column. 

**[NOTE: for an item to be properly categorized as “Complete,” the ITSO must have tested the action’s implementation (e.g., re-scan networks to verify that vulnerabilities were fixed, or visually inspect that new documentation exists and is in final, not draft, form).]

[NOTE:  After submission of POA&Ms to the Department, operating units MAY NOT CHANGE information in columns A, B, C, D, E, or G for any POA&M item.  All changes for monthly updates must be provided in columns F and H ONLY.]

E.9
What do “Project ID,” Project Name,” and “Security Costs” mean on the system-level POA&M?

OMB requires that all systems be tied to the budget process, either as part of a major IT investment, or as included in the agency’s overall IT program or infrastructure funding.  If the system is part of a major IT investment for which an Exhibit 300 (capital asset plan and justification) was submitted, you must provide the unique project identifier, system name (spell out acronyms), and security costs as identified in the Exhibit 300.  If not part of a major IT investment, provide the Exhibit 53 account code, system name (spell out acronyms), and security costs identified in the Exhibit 53.  Further information regarding the budget account codes is available in see OMB Circular A-11.

Table E.2.  Standard field values for POA&M system-level table.

 SEQ CHAPTER \h \r 1[Enter full spelling of operating unit name here]

Program-Level Plan of Actions and Milestones

	Column A

FY 200x

Weaknesses
	Column B

Office/ Organization Responsible
	Column C

Resource Estimate

funded/ unfunded/ reallocation
	Column D

Scheduled Completion Date
	Column E

Milestones with Interim Completion Dates
	Column F

Changes to Milestones
	Column G

Identify Source
	Column H

Status

	OU  FY.1.1

(e.g., OU 03.1.1 if for FY03)

Nature of weakness (cannot be changed)
	Office

(cannot be changed)
	Resources (cannot be changed)
	Target completion (cannot be changed)
	Milestones and interim dates (cannot be changed)
	ALL changes to target completion date and milestones.  Include reasons for delays.
	Source (cannot be changed)
	Ongoing

or

Complete

	OU  FY.1.2

 
	 
	 
	 
	 
	 
	 
	Ongoing

or

Complete


 

Table E.3.  Standard field values for POA&M system-level table.

 SEQ CHAPTER \h \r 1[Enter full spelling of operating unit name here]

Program-Level Plan of Actions and Milestones

53/300 Project ID = 000004444555567890
System Name = 
nnnnnnnnn
Security Costs =
$xx,xxxx

	FY 200x

Weaknesses
	Office/ Organization Responsible
	Resource Estimate

funded/ unfunded/ reallocation
	Scheduled Completion Date
	Milestones with Interim Completion Dates
	Changes to Milestones
	Identify Source
	Status

	OU  FY.2.1

 
	 
	 
	 
	 
	 
	 
	Ongoing

or

Complete


E.10
What information is contained in the Performance Metrics?

OMB sets forth the performance metrics content and the format as shown in Table E.4.

· Total Number of Systems – number must agree with the number of operational systems listed in the IT system inventory.
· Number of systems certified and accredited – of the total number of systems, state how many have a full authorization to operate.
· Number of systems with security control costs integrated into the life cycle of the system – of the total number of systems, state how many have security funding on the agency Exhibit 53 funding document and/or have an Exhibit 300 major IT investment business case.
· Number of systems for which security controls have been tested and evaluated in the last year – of the total number of systems, state how many have been evaluated or certified in the past year.
· Number of systems with a contingency plan – of the total number of systems, state how many have a comprehensive contingency plan.
· Number of systems for which contingency plans have been tested (if applicable) – of the total number of systems, for those that have contingency plans, state how many have been tested (from minor backup and recovery tests to disaster recovery if appropriate).
Table E.4
Standard format for the Quarterly Performance Metrics table
	Bureau Name
	Total Number of Systems
	Number of systems certified and accredited
	Number of systems with security control costs integrated into the life-cycle of the system
	Number of systems for which security controls have been tested and evaluated in the last year
	Number of systems with a contingency plan
	Number of systems for which contingency plans have been tested

	
	
	No. of Systems
	% of Systems
	No. of Systems
	% of Systems
	No. of Systems
	% of Systems
	No. of Systems
	% of Systems
	No. of Systems
	% of Systems

	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 
	 


E.11
What is the Commerce POA&M and Performance Metrics Reporting Schedule?

Full POA&M reports with detailed tables, summary POA&M status updates, and performance metrics.  The DOC reporting schedules for each of these submissions are discussed below.

· Monthly POA&M Summary Status Updates:  Operating units must submit summary updates POA&M status to the DOC IT Security Program Manager via e-mail no later than close of business on the 5th of each month, or first business day after if the 5th falls on a weekend or holiday.

· Quarterly Full POA&M Report with Detailed POA&M Tables and Updated Milestones:  Operating units must submit the full POA&M to the DOC IT Security Program Manager via e-mail no later than close of business on the 5th (or first business day after if the 5th falls on a weekend or holiday) in the months of December, March, June, and September.

· Quarterly Performance Metrics:  Operating units must submit the metrics to the DOC IT Security Program Manager via e-mail no later than close of business on the 5th (or first business day after if the 5th falls on a weekend or holiday) in the months of December, March, June, and September.
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Appendix F:  IT System Inventory Management

 

[This Appendix supersedes the Process Guidance and Minimum Implementation Standards for IT System Inventory Management, v2, issued in July 2004.]

 

F.1
What is the purpose of this standard?

The DOC IT Security Program Policy and Minimum Implementation Standards, section 4.2.1, establishes the policy for inventory management of IT systems.  The Federal Information Security Management Act [FISMA, public law 107-347, Title III, section 3544(b)(5)(A)] amended Title 44 U.S. Code section 3505 to require that agencies establish an inventory of major information systems to support FISMA activities.  This standard provides process and minimum implementation requirements for Department of Commerce (DOC) operating unit completion of semi-annual IT system inventory updates.  This standard also provides the data dictionary of inventory tables and fields (see section F.11) and provides examples of properly completed inventory forms (Table F.1), for the consistent and comprehensive completion of the semi-annual IT system inventory.  Failure to follow the prescribed format and field values as described in this standard will result in inventory updates returned to the operating unit for re-work, and possibly result in the operating unit missing the due date established by IT security policy.
F.2
What is an IT system inventory?

The IT system inventory is a comprehensive list of all national security and non-national security IT systems in the operating unit.  It contains IT security program information on each system, and provides a summary of valuable management data that reflects the status of an organization’s implementation of its IT Security Program.  This inventory also serves as a tool for IT Security Officers to track compliance with IT security requirements, and for program officials to monitor the operating unit’s IT investment portfolio.  

F.3
Why must ITSOs submit accurate, complete, and consistent information when updating inventories?

The Federal Information Security Management Act (FISMA – Public Law 107-347, Title III) and the DOC IT Security Program Policy and Minimum Implementation Standards require that all operating units maintain a complete and accurate inventory of their IT systems.  The Clinger-Cohen Act, and the Office of Management and Budget (OMB) also require in its Circular A-11 that each IT system is tracked and linked to IT capital planning, architecture, and investment control by a unique system identifier number.  In addition, the Paperwork Reduction Act establishes a broad mandate for agencies to perform their information resources management activities in an efficient, effective, and economical manner.

The information provided to OMB, members of the U.S. Congress, auditors, and senior management within the operating unit and the Department must be accurate and complete.  Therefore, it is imperative that IT Security Officers (ITSOs) use the exact values described in the data dictionary (11) when completing the IT system inventory.

F.4
What is the file format and organization of the IT system inventory? 

The IT inventory is a collection of tables of information that can easily be updated or expanded by adding additional tables.  The operating units must provide system inventory updates to the Department in Microsoft Excel format (no other file format will be accepted).  The Department, in turn, updates its Microsoft Access database using the Excel files.  Each table of the unit’s inventory can be updated independently, and imported into or exported from the Department’s database.  The inventory is organized into four tables, as further described in section F.11.  For examples on how to fill out the unit IT security inventory tables, see Table F.1.

F.5
What must be included in the IT system inventory?

The IT system inventory must include IT security program information for all national security and non-national security systems in the operating unit.  Definitions for inventory fields, and mandatory field values that must be used for each field, are included in the data dictionary (see section F.11).  The IT system inventory must include the following information, shown below by database table, for each system.  All tables must include each system’s System ID, which is assigned by the owning organization’s (operating unit or line office) CIO.  [Note:  The System ID is the primary key field for all database tables and must be identical in all inventory tables.]

· The System Description Table contains information that identifies each system.

· The System Responsibility Table contains information about individuals who are responsible for the security of each system.

· The Security Information Table contains current system security information, reflecting the status of an operating unit’s implementation of its IT Security Program.  This information is necessary to monitor compliance with FISMA IT security requirements.

· The System Interconnections Table contains information that identifies the interfaces between systems in the inventory and all other systems or networks, including those not operated by or under the control of the Department.  [NOTE:  It is the responsibility of the DOC system owner to establish Service Level Agreements or Memoranda of Understanding for untrusted interconnectivity as well as to obtain and review Certification and Accreditation documentation for all systems to which it will have a trusted interconnection.  For more information, see DOC IT Security Program Policy section 7.4]

F.6
When  SEQ CHAPTER \h \r 1are units required to submit updated IT system inventory?

 SEQ CHAPTER \h \r 1

 SEQ CHAPTER \h \r 1Each operating unit must submit a copy of its IT system inventory to the Department’s IT Security Program Manager semiannually (March 15 and September 15), which shows the security status of every system.  Units must also provide updated inventories when significant changes occur to the status of their overall program or an individual system.  In addition, operating units should provide interim updates when systems are added to or removed from the inventory, and at least monthly (by the 15th of the month) when undergoing significant changes to inventory data.

F.7
 SEQ CHAPTER \h \r 1When should systems be considered in the disposal or deactivated phase of the System Life Cycle?
Disposed or deactivated systems have effectively reached the final phase in the system life cycle as the system is defined in the IT System Inventory.  For systems that have transferred or migrated functionality or data into another system (i.e., the system was consolidated into another system), some of the environment, management, and operational information from the C&A package might still be relevant for incorporation into the follow-on system C&A package.  For systems that have become obsolete or are no longer in use, the system owner has effectively sanitized the system (of sensitive data and copyrighted material), and has properly archived data qualifying as federal records (see section 13.8 of this policy).

F.8
What information is required to be maintained in the IT system inventory for disposed or deactivated systems?
Operating units must report disposed or deactivated systems once to the Department, with their semiannual inventory update for the mandated reporting period following system deactivation.  All applicable fields in all tables, including the deactivation date field, must be completed for that system inventory update.  Operating units must insert “n/a” into fields in the Security Information and System Interconnections Tables, to reflect that the operational system security compliance requirements no longer apply.  Where system boundaries have been redefined, resulting in “deactivation” of a system in the inventory, annotate in the System Name field the name of the new or existing “parent” system (e.g., “Sys-001, System 1 – consolidated into Sys-005”).  This notation in the System Name field will facilitate audit work by indicating "where" the system went in instances where it was not actually disposed of and is instead still in use under a new system boundary.  The operating unit should not re-issue the System ID number, and must archive the last System Security Certification and Accreditation Package and associated system disposal records for audit purposes, for a period of at least 2 years to be able to respond to Departmental and external reviews of system disposal practices.
The Department IT Security Program Team shall maintain copies of historical inventory data, including the final report of deactivated systems, in accordance with Federal and Departmental record keeping requirements – but at least 2 years.  Units that require a listing of their deactivated systems can request them from the Department during the 2-year period of record retention.  The historical information will be retained in the Department’s database for audit purposes as auditors often will inquire about deactivated systems and the procedures for accounting for them and procedures for disposal (e.g., auditors may request a report from the inventory of deactivated systems and then go to the operating unit to review system sanitization/data erasure procedures).

F.9
How do I determine the System Impact Level?

To determine the value for the system impact level inventory data field, you must follow the procedures specified in the DOC IT Security Program Policy, section 3.4.1.

F.10
Where can I get help in completing the IT system inventory?

The data dictionary (see section F.12) and examples of properly completed inventory tables (Table F.1) further demonstrate proper completion of the inventory fields.  Also, the operating unit may contact the DOC IT Security Program Team:  Nancy DeFrancesco, Program Manager, (202) 482-3490, NDeFrancesco@doc.gov, for assistance.

For more information on IT Capital Planning issues such as the Exhibit 300 and 53, see OMB Circular A-11, the DOC IT Capital Asset Planning and Management Process, and the DOC Instructions for Completing the OMB Exhibit 300,Capital Asset Plan and Business Case.
F.11
What are the data fields and field values in the IT system inventory?

The IT System Inventory database is segmented into four tables, as described in detail below.

· System Description Table (SYSDESC) 

· System Responsibility Table (SYSRESP) 

· Security Information Table (SECINFO) 

· System Interconnections Table (SYSCONNECT) 

 

System Description Table (SYSDESC).  In the System Description Table, each field represents information that identifies each system.  Examples are system identification number, system location, and the system type.  This information must reflect the information described in the IT system security plan for the system. (A = Alphanumeric in the format area)

 

Field Name
Format
Field Description

 

SysID
A15
System Identification Number (PRIMARY KEY)

The system identification number is the operating unit’s CIO-assigned identifier number, containing the acronym for the unit and a three or four digit number for each IT system.  This number must be unique to that system.

 

SysName
A120
System Name
The system name/title describes each IT system uniquely.  If the system is an aggregation of systems, ensure that “Aggregate” is included in the system name.  Always spell out the complete name of the system, and do not use acronyms.  A system is identified by defining boundaries around a set of processes, communications, storage, and related resources, as defined in NIST Special Publication 800-18, Guide for Developing Security Plans for Information Technology Systems.  The elements within these boundaries constitute a single system requiring a system security plan and a security evaluation whenever a major modification to the system occurs.  Each element of the system must be under the same direct management control; have the same function or mission objective; have essentially the same operating characteristics and security needs; and reside in the same general operating environment.  Furthermore, each system in the inventory is subject to all Federal and Departmental policies pertaining to IT security.

 

SensitiveType
A25
Sensitivity Type

The sensitivity type identifies whether the system is a national security system or not a national security system.  Guidance for identifying national security systems is provided in FISMA and is further defined in NIST Special Publication 800-59, Guideline for Identifying an Information System as a National Security System.  Inventory values are: 

PAU = Publicly available unclassified non-national security (government information available to the public)

SBU = Sensitive-but-unclassified non-national security (private data, Sensitive/Limited Official Use Only information, or other proprietary information)

NSU
=
National security-But-Unclassified

NSC
=
National security-Classified confidential

NSS
=
National security-Classified secret

NSTS
=
National security-Classified top secret

 

SysLoc
A70
System Location

The system’s physical location (city, building, and, room number)

 

SysType
A25
System type
This field identifies each system as either a “major application” (MA) or a “general support system” (GSS).  Systems will be covered individually if they have been designated either as a MA or within the security plan of a GSS that identifies applications served by the GSS.  Values are: 

GSS  = General support system:  An interconnected set of information resources under the same direct management control and operating environment, and that shares common functionality.

MA  = Major application:  A major application is an application that requires special attention to security due to the risk and magnitude of the harm, and can be either a major software application or a combination of hardware/ software where the only purpose of the system is to support a specific mission-related function.

 

LifeCycle
A25
Life Cycle Stage

This field identifies the life cycle management stage of the system.  Values are:

IN    = Initiation

DA   = Development/Acquisition

IM    = Implementation

OM  = Operation & Maintenance

D      = Disposal/Deactivation

 

DeactDate
mm/dd/yyy
Deactivation date

This field contains the date that the system was deactivated or disposed, and no longer approved for processing information.

 

SysCrit
A25
System criticality
This field was discontinued in FY 2005 upon issuance of the Revised policy, and is no longer used.

 

Exb53/300AcctCd
A50

Exhibit 53/300 Account Code

 SEQ CHAPTER \h \r 1The Unique Project Identifier (UPI) account code placed on Exhibit’s 53 and 300 to report the investment during the budget year.  The UPI depicts the agency code, bureau code, mission area (where appropriate), part of the exhibit where the investment will be reported, type of investment, agency four-digit identifier, year the investment entered the budget, and mapping to the Federal Enterprise Architecture.  See OMB Circular A-11, for additional information on UPI codes.  

 

SysImpactLvl
A8
System Impact Level

To determine the system impact level, follow the methodology explained in section 3.4.1 of the DOC IT Security Program Policy and Minimum Implementation Standards.  Values are:

Low

Moderate

High

GOCOEquip
A4
System Equipment Ownership


Indicate whether the system is operated on government or contractor equipment.  Values are:

GFE =
Government-owned/furnished equipment

COE =
Contractor-owned equipment

G/C  =
Mixed equipment ownership within accreditation boundary

 

GOCOFac
A4
System Facility Ownership/Lease


Indicate whether the system is operated in a government or contractor facility.  Values are:

GF =
Government-owned/leased facility

CF =
Contractor-owned/leased facility

G/C =
Mixed Facility ownership within accreditation boundary

 

OpsPers
A4
System Operations Personnel


Indicate whether federal government or contractor personnel operate the system.  Values are:

F
=
Operated by government personnel

C
=
Operated by contractor personnel

FC
=
Operated by a combination of both government and contractor personnel, with full-time on-site federal personnel overseeing the daily work of contractors.

(End System Description Table Data Dictionary)

 

System Responsibility Table (SYSRESP):
In the System Responsibility Table, each field represents individuals who are responsible for the security of each system. Examples are system security officer, system owner, and designated approving authority.  This information must reflect the information described in the IT system security plan for the system.  (A = Alphanumeric in the format area)
 

Field Name
Format
Field Description

 

SysID

A15
System Identification Number (PRIMARY FIELD)
The system identification number is an operating unit’s CIO-assigned identifier number, containing the acronym for the unit and a three or four digit number for each IT system.  This number must be unique to that system.

 

SecOfficer

A70
Security Officer
Name and phone of the person assigned operational security responsibility (e.g., the Information System Security Officer or system owner if no ISSO has been assigned)

 

SysOwner

A70
System Owner
Name and phone number of the system owner who is responsible for day-to-day system operations
 

AO

A70
Authorizing Official (formerly the Designated Approving Authority)
Name and phone number of the designated approving authority (operating unit head or lead program official) authorized to accredit the system for operation.
 

(End System Responsibility Table Data Dictionary)
 

Security Information Table (SECINFO):
In the Security Information Table, each field represents current system security information that overall reflect the status of an operating unit’s implementation of its IT Security Program.  Examples are security plan date, risk assessment date, and accreditation date.  This information must reflect the information described in the IT system security plan for the system. (A = Alphanumeric in the format area)
 

Field Name
Format
Field Description

 

SysID

A15
System Identification Number (PRIMARY FIELD)
The system identification number is an operating unit’s CIO-assigned identifier number, containing the acronym for the unit and a three or four digit number for each IT system.  This number must be unique to that system.

 

C&AFoll
  A5
C&A Followed?
Whether the DOC Certification and Accreditation methodology was followed for the system certification and accreditation.  Values are:

Y = Yes

N = No

 

LevOfEffort
  A5
Certification level of effort (NOTE: Changes in testing levels are to be applied to C&A efforts started after the effective date of this change)
The level of effort applied to the certification and accreditation of an IT system are described in the IT Security Program Policy section 6.5.1.  Values are:

Low (formerly Level 1)

Moderate (formerly Levels 2 and 3)

High (formerly Level 4)

NOTE: Use of Level 4 is discontinued as of the effective date of this policy Change, but may exist in the Inventory for C&A efforts performed prior to this change.
 
SecPlanDt
mm/dd/yyyy
Security Plan Date

Date the system owner most recently approved the security plan

 

RiskAssDt
mm/dd/yyyy
Risk Assessment Date
Date of the last system security risk assessment

 

ContPlanDt
mm/dd/yyyy
Contingency Plan Date
Date the contingency plan was most recently updated

 

ContPlanTestDt
mm/dd/yyyy
Contingency Plan Test Date
Date the contingency plan was last tested

 

ST&EPlan

A5
ST&E Plan?
Whether a security test & evaluation (ST&E) plan was developed during system certification.  Values are:

Y = Yes

N = No

 

ST&EPlanTestDt
mm/dd/yyyy
ST&E Plan Testing Completion Date
Date last ST&E plan testing was completed

 

CertDt
mm/dd/yyyy
Certification Date

 SEQ CHAPTER \h \r 1Date of the certification agent’s recommendation regarding the adequacy of management, operational, and technical security controls of a system; and the effectiveness of those controls to mitigate risk to an acceptable level

 

AccredDt
mm/dd/yyyy
Accreditation Date
Date the accrediting program official most recently approved the system for operation

 

AccredType

  A10
Accreditation Type (NOTE: Changes in Types are to be applied to accreditations issued after the effective date of this change)
The type of accreditation issued by the accrediting program official.  Values are defined in section 6.7.1 of this policy.  Inventory values are:
A
=
Authorization to operate (for systems accredited after the effective date of this change)

F
=
Full Accreditation (for system accreditations prior to effective date of this change only)

I
=
Interim authorization to operate

D
=
Denial of authorization to operate

 

SelfAssDt
mm/dd/yyyy
Self Assessment Date
Date most recent self-assessment
 (in accordance with NIST Special Publication 800-26 guidance) was completed

 

AuditDt1
mm/dd/yyyy
Audit Date 1

Date of most recent evaluation or audit performed by an external organization within the last 24 months (should match to Audit Organization 1 and Audit Report Number 1)

 

AuditDt2
mm/dd/yyyy
Audit Date 2\

Date of second most recent evaluation or audit performed by an external organization within the last 24 months (should match to Audit Organization 2 and Audit Report Number 2)

 

AuditDt3
mm/dd/yyyy
Audit Date 3

Date of third most recent evaluation or audit performed by an external organization within the last 24 months (should match to Audit Organization 3 and Audit Report Number 3)

 

AuditOrg1

A15
Audit Organization 1

Name of the external organization that conducted the most recent evaluation or audit (e.g., OIG, GAO, DOC) within last 24 months (should match to Audit Date 1 and Audit Report Number 1)

 

AuditOrg2

A15
Audit Organization 2

Name of the external organization that conducted the second most recent evaluation or audit within last 24 months (should match to Audit Date 2 and Audit Report Number 2)
 

AuditOrg3

A15
Audit Organization 3

Name of the external organization that conducted the third most recent evaluation or audit within last 24 months (should match to Audit Date 3 and Audit Report Number 3)
 

AuditReptNo1

A15
Audit Report Number 1

Report number for most recent evaluation or audit performed by external organizations within last 24 months (should match to Audit Date 1 and Audit Organization 1)

 

AuditReptNo2

A15
Audit Report Number 2

Report number for second most recent evaluation or audit performed by external organizations within last 24 months (should match to Audit Date 2 and Audit Organization 2)

 

AuditReptNo3

A15
Audit Report Number 3

Report number for third most recent evaluation or audit performed by external organizations within last 24 months (should match to Audit Date 3 and Audit Organization 3)

(End Security Information Table Data Dictionary)

System Interconnections Table (SYSCONNECT):  In the System Interconnection Table, each field represents current information that identifies the interfaces between the operating unit’s system and all other systems or networks not covered by the same security plan, including those not operated by or under the control of the Department.  Examples are the name of the organization the connection is with and the interconnected system’s number or the name.  Systems in the DOC IT System Inventory may have many different system interconnections – to other DOC systems, to the Internet, to business partners, and to other government agencies.  List each different interconnection separately in this table.  These interconnections must reflect the information described in the System Interconnection/Information Sharing section of the IT system security plan for the system.  (A = Alphanumeric in the format area)

Field Name
Format
Field Description

SysID
A15
System Identification Number (PRIMARY FIELD)
The system identification number is an operating unit’s CIO-assigned identifier number, containing the acronym for the unit and a three or four digit number for each IT system.  This number must be unique to that system.

InterconnOrg
A50
Interconnection Organization
The name of the entity/organization to which this system (identified by the DOC System Identifier above) is connected – for example, Department of Justice (DOJ), National Finance Center (NFC), DOC/National Oceanic and Atmospheric Administration (DOC/NOAA), or the Internet Service Provider business partner.  Spell out all acronyms.  For DOC operating units, be as specific as possible and include the line or program office title if known.

InterconnSysID
A50
Interconnection System Identification or Name
The system identification number or name (if the system is not a DOC system) of the interconnected system – for example, a DOC system is identified by the system ID assigned by the owning operating unit’s CIO; an external system may have a specific name such as the Civil Applicant System; or general connections to the Internet would have no specific name but would state “Internet.”

InterconnTransType
A5
Interconnection Transaction Type

The type of transaction supported by the interconnection.  Values are:

G2G = Government-to-Government

G2B = Government-to-Business

G2C = Government-to-Citizen

 

(End System Interconnection Table Data Dictionary)
(End DOC IT System Inventory Database Data Dictionary)
Table F.1 Examples of Properly Completed IT System Inventory Worksheets.

System Description Table:

	System ID Number
	System Name/Title
	Sensitivity Type
	System Location
	System Type
	Life Cycle Stage
	Deactivation Date
	System Criticality
	Exhibit 53/300 Account Code
	SC Impact Level
	GOCO Equip
	GOCO Fac
	GOCO OpsPers

	DOC001
	Commerce Financial Management System 
	SBU
	HCHB, Room 2
	MA
	OM
	 
	MC
	00800020001051107704139
	High
	GFE
	GF
	F

	DOC002
	Information Technology Investment Planning System
	SBU
	HCHB, Room 3
	MA
	D
	03/23/2001
	MC
	0040001010267033000111
	Moderate
	COE
	CF
	C


Responsibility Table:

	System ID Number
	Security Officer Name & Number
	System Owner Name & Number
	AO Name & Number

	DOC001
	Tom Smith, (301) 123-4567
	Dick Doe, (301) 234-5678
	Harry Jones, (301) 345-6789

	DOC002
	Tom Smith, (301) 123-4567
	Dick Doe, (301) 234-5678
	Harry Jones, (301) 345-6789


Security Information Table:

	System ID Number
	C&A Followed
	Level of Effort
	Security Plan Date
	Risk Assessment Date
	Contingency Plan Date
	Contingency Plan Test Date
	ST&E Plan
	ST&E Plan test Date
	Certification Date
	Accreditation date
	Accred Type
	Self-Assessment Date
	Audit Date1
	Audit Organization1
	Audit Number1

	DOC001
	Y
	3
	09/15/2002
	09/13/2002
	06/01/2002
	10/22/2003
	Y
	10/07/2002
	10/08/2002
	10/11/2002
	A
	07/17/2002
	04/11/2002
	OIG
	O893765

	DOC002
	Y
	3
	03/06/2001
	03/01/2001
	02/11/2001
	10/22/2003
	Y
	04/01/2001
	04/03/2001
	04/05/2001
	I
	07/17/2002
	11/02/2001
	GAO
	GAO-02-300


System Interconnections Table:

	System ID Number
	Interconnected ORG
	Interconnected DOC SYSID or Non-DOC System Name
	Interconnected Transaction TYPE

	DOC001
	DOC
	DOC002
	G2G

	DOC001
	Dept. of State (DOS)
	DOS Secure Web Server
	G2G

	DOC001
	National Finance Center (NFC)
	ABC Payroll System
	G2G

	DOC002
	UUNet
	Internet
	G2C

	DOC002
	DOC
	DOC0001
	G2G


 

U.S Department of Commerce

Process and Minimum Implementation Standard 

Appendix G:  Password Management

[This Appendix supersedes the DOC Policy on Password Management, v2, issued in June 2002.]

G.1
What is the purpose of this standard? 

This standard establishes minimum practices for management of passwords to support authentication of system users when accessing Department of Commerce (DOC) information technology (IT) systems.

G.2
What does DOC require for effective password management?

This standard specifies the mandatory and recommended password management practices for all DOC IT systems.  Each DOC IT system must use passwords as a means for user authentication.  Systems may also use biometrics or public-key infrastructure certificates as additional means to control access.  The access controls used must provide security commensurate with the level of sensitivity of the system or of specific resources (i.e., information or special devices).  All DOC IT systems and associated equipment that rely on passwords as the means to authenticate users must implement effective password management in accordance with this standard.

G.3
What are the mandatory practices for password management?
1 Passwords must be created consistent with the following criteria:

a) Passwords must have at least eight (8) non-blank characters;

b) It must contain characters from at least three of the following four categories:

i) English upper case characters (A...Z);

ii) English lower case characters (a...z);

iii) Base 10 digits (0...9); and

iv) Non-alphanumeric (For example, !,$#%).

c) Six of the characters must not occur more than once in the password (e.g., ‘AAAAAAA1' is not acceptable, but ‘A%rmp2g3' and ‘A%ArmA2g3' are acceptable); and
2 Passwords must not include any of following: vendor/manufacturer default passwords:  names (e.g., system user names, part or all of your account name, family names), words found in dictionaries (i.e., words from any dictionary, spelled forward or backward), addresses or birthdays, or common character sequences (e.g., 3456, ghijk, 2468).  Vendor-supplied default passwords, such as SYSTEM, Password, Default, USER, Demo, and TEST, must be replaced immediately upon implementation of a new system. 

3 Systems or applications that have multiple passwords for different levels of access or authentication must have unique passwords for each level.

4 Passwords must be protected to prevent unauthorized use.  Specifically:

a) Passwords must not be shared except in emergency circumstances or when there is an overriding operational necessity as documented in an operating unit IT system security plan.  Once shared, passwords must be changed as soon as possible.

b) Group passwords (i.e., a single password used by a group of users) must not be used without some other mechanism that can assure accountability (such as separate and unique network User IDs).

c) Group passwords must not be shared outside the group of authorized users and must be changed when any individual in the group is no longer authorized.  Group passwords must never be re-used.

d) Passwords that need to be shared because of an overriding operational necessity, as well as group passwords, cannot be used to control access to other IT systems or applications on IT systems.

5 Passwords in readable form (e.g., written on paper) must be kept in a safe location and not stored in a location accessible to others.  For example, safe locations include storage in a locked container accessible only by the user.

6 IT systems and workstations must not display or print passwords as they are entered.

7 User applications must not be enabled to retain passwords for subsequent re-use, or be configured to bypass authentication mechanisms.  For example, Internet browsers must not be enabled to save passwords for re-use.  However, use of password retaining programs is allowed provided that the retaining program requires authentication and stores passwords in an encrypted manner.
8 Passwords must not be distributed through non-encrypted electronic mail, voice-mail, or left on answering machines.

9 Passwords must be changed as follows:

a) At least every 90 days,

b) Immediately if discovered to be compromised or one suspects a password has been compromised,

c) Immediately if discovered to be in non-compliance with this standard, and

d) On direction from management.

10 Do not reuse a password you have used any of the last 8 times you have changed your password, or more recently than 2 years from when you last used the password.

11 Access to password files or password databases must be restricted to only those who are authorized to manage the IT system. 

12 If a determination is made that a password has been compromised or is not in compliance with this standard, and if the password is not immediately changed, the account must be temporarily suspended until the password is changed.

13 Passwords for servers, mainframes, telecommunications devices (such as routers and switches), and devices used for IT security functions (such as firewalls, intrusion detection, and audit logging) must be encrypted when stored electronically.  

14 Passwords, other than single-use (one-time) passwords, must be encrypted when transmitted across a wide area network or the Internet.

G.4
What are the recommended practices for password management?
1. Passwords used for general access should be different than passwords used to access specific applications.

2. Passwords used to access Internet or remote systems should be different from passwords used to access internal systems and applications.

3. Passwords should be encrypted when transmitted across a local area network

4. Passwords for access to individual workstations (PCs) (such as passwords for screen savers) should be encrypted when stored electronically.

5. IT systems should be designed so that temporary User IDs, passwords, and parameters associated with other means of authentication should be designed to automatically expire after a designated date.

6. Five (5) failed attempts to provide a legitimate password for access to an IT system should result in the failed attempts being recorded in an audit log, the user being disconnected from the service, and access to be suspended for at least three (3) minutes.
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Appendix H:  IT System Security Certification and Accreditation

 

[This Appendix supersedes A Guide for Using the NIACAP Methodology to Develop Quality System Security Plan Certification and Accreditation Package (v3, June 2003) and institutionalizes the System Security Plan Certification and Accreditation Package Requirements Checklist (v2, June 2003).]

 

H.1
What is the purpose of this standard?

The DOC IT Security Program Policy and Minimum Implementation Standards, section 6, requires certification and accreditation (C&A) of Commerce IT systems and that DOC C&A processes are consistent with the methodology in National Institute of Standards and Technology Special Publication 800-37, Guide for the Security Certification and Accreditation of Federal Information Systems.  This standard defines the minimum mandatory procedures for implementing this methodology within the Department of Commerce.

H.2
How does C&A relate to the life cycle of a system?

C&A activities are a set of methodical processes that begin with the initiation of the system and must be performed throughout the system’s life cycle.  It is important to start C&A activities at the beginning of the system life cycle to ensure that security controls are being considered and will be built into the application as early as possible.  C&A activities should ideally begin in the Initiation/Design Phase; however they may begin at any phase of the life cycle process.  The following figure illustrates how the four C&A phases overlap the five system life cycle phases.


H.3
Who is responsible for the C&A process during the system’s life cycle?

The information system owner

, the authorizing official, and the certification agent all play key roles in the certification and accreditation activities during the system life cycle.  The chart at Appendix H/Figure H.1/C&A Flowchart shows the tasks, roles, and responsibilities, for system certification and accreditation activities during the system’s life cycle.

 

H.4
What is certification?

Certification is a comprehensive assessment of the management, operational, and technical security controls in an information system, made in support of an accreditation decision, to validate the extent to which the controls are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting the security requirements for the system.  A certification agent must be independent of daily system operations for assessments of Moderate- and High-impact systems.  They evaluate the risk assessment
, IT system security plan
, and tests of controls, and perform an objective analysis of test results ensues to determine whether the system meets (or will meet) security requirements.

 

H.5
Who can certify a system?

To ensure objectivity and confidence in the conduct and evaluation of certification test results, DOC requires that the certification agent must be in a position that is independent from the persons directly responsible for the development of the system and the day-to-day operation of the system.  Therefore, the certification agent cannot be the authorizing official
 (or their designated representative), the information system owner, or direct system support staff (such as the Information System Security Officer or system administrator).  The certification agent must possess the appropriate national security clearance for certification of national security systems.  The certification agent may consult with system operational personnel during the certification effort, including:

· the information system security officer (ISSO); 

· the system designer; 

· program officials and system owners; 

· end users of the system; and 

· others experienced in assessment of system security controls. 

 

H.6
What does the certification agent do?

The certification agent first prepares a certification documentation package that contains

· A certification work plan,

· A certification test plan that defines the test tools and methods to validate that the management, operational, and technical controls documented in the system security plan are in place and functioning.

· The certification test results, including support for tests performed.

 

After completion of the certification effort, the certification agent prepares the Security Assessment Report and provides it with the certification documentation package (CDP) to the information system owner
.

 

H.7
What are the minimum requirements to document the accomplishment of certification and accreditation activities?

The IT security accreditation package (SAP) for a Commerce system documents the results of the security certification and provides the authorizing official
 with the essential information needed to make a credible, risk-based decision on whether to authorize operation of the information system.  The flowchart at Appendix H/Figure H.1/C&A Flowchart outlines the key activities and responsible parties in the C&A process, and the checklist at Table H.1 lists the minimum content elements to be included in the package.  Controls must be documented in the IT system security plan
, and fully addressed as verified and validated through security test and evaluation as in place and effective or tracked as planned in the plan of action and milestones
.

 

H.8
What is accreditation?

Accreditation reflects the official management authorization granted to an IT system or network to process sensitive data in an operational environment.  Successful accreditation provides an official statement that the design, implementation, and certification testing of the system meet specific and adequate requirements for data security.

 

H.9
Who can accredit a system?

A top-level operating unit management official, called the authorizing official
, accredits systems.  The Authorizing Official reviews and develops an understanding of the risks associated with operating a system in a business context.  The Authorizing Official also signs an official accreditation statement that declares the system operating at an acceptable level of risk, and/or defines any condition or constraints that are required for appropriate system protection.  For all systems, the authorizing official is the operating unit head or program official with management, operational, and budget control over the IT system to be accredited.  To ensure that an official with the necessary full responsibility for all aspects of a system, including budgetary resources, makes the accreditation decision
, and to ensure separation of duties from the system owner, the authorizing official cannot be delegated below the level of senior program official, for example to the system owner or the certification agent.

 

H.10
What is the DOC certification and accreditation process f or systems developed by or operated in another government facility?

The information system owner
 must ensure that all systems are certified and accredited in accordance with this standard.  If the system was developed at a government-controlled system development facility, the system owner must obtain certification documentation from the developer for the IT Security Accreditation Package.  The certification documentation must support certification of the system in the development environment.  The system owner would build on this certification and test the system controls in the operational environment.  If the DOC system resides at a contractor facility, then the contractor must allow DOC personnel to participate in certification of the system.  A DOC official must be the accrediting authority.  The process for ensuring adequate security for sensitive DOC data at other government facilities must require:

· Performing a risk assessment
, and obtaining DOC personnel approval, before entering into an agreement to process sensitive data or applications at another government facility; 

· Performing a risk assessment at least every three years or whenever significant changes to the system occur, whichever comes first, developing an IT system security plan (including a contingency plan), and conducting security test and evaluation; and 

· Obtaining certification and re-certification for all DOC sensitive applications operating at other government facilities; 

 

H.11
What is the DOC certification and accreditation process f or systems operated in non-government facilities?

The information system owner, who could also serve as the Contracting Officer’s Technical Representative, must ensure that all contractor systems used to process, store, or transmit DOC information are certified and accredited in accordance with this standard.  If the system was (or will be) developed under contract, the system owner must obtain from the contractor certification documentation for the IT Security Accreditation Package
.  The certification documentation must support certification of the system in the development environment.  The system owner would build on this certification and test the system controls in the operational environment.  If the DOC system resides at a contractor facility, then the contractor must allow DOC personnel to participate in certification of the system.  To ensure these activities can take place, IT Security Officers, system owners, Contracting Officers, Contracting Officer’s Technical Representatives, and others involved in aspects of system security must include specific language in contracts to ensure applicability of DOC IT Security Program Policies to all DOC contract employees and they must follow a methodology consistent with National Institute of Standards and Technology (NIST) Special Publication 800-64, Security Considerations in the Information System Development Life Cycle.  This methodology ensures that IT security is addressed in the acquisition process.  The Commerce Acquisition Manual (CAM) section 1337.70 provides contract risk designation criteria and contract language for IT service contracts.  (Note:  Attachment 1 to CAM 1337.70 has been updated.  Please refer to DOC Manual of Security Policies and Procedures, Chapter 10.)  In addition, Procurement Memorandum 2003-09, Information Technology Security Clauses, requires inclusion of the following IT security clauses in IT contracts:

· Commerce Acquisition Regulation (CAR) 1352.239-73, Security Requirements for Information Technology Resources, and

· CAR 1352.239-74 Security Processing Requirements for Contractor/Subcontractor Personnel for Accessing DOC Information Technology Systems.

 

In addition, a DOC official must be the accrediting authority.  The process for ensuring adequate security for sensitive DOC data on non-government (contractor) systems or in such facilities must require:

· Performing a risk assessment
, and obtaining approval of the operating unit ITSO or CIO before entering into an agreement to process sensitive data or applications at a contractor facility; 

· Performing a risk assessment at least every three years or whenever significant changes to the system occur, whichever comes first, developing an IT system security plan
 (including a contingency plan), and conducting security test and evaluation; 

· Obtaining certification and re-certification for all DOC sensitive applications operating at contractor facilities; 

· Specifying in the contract that DOC reserves the right to perform unannounced, on-site inspections to ensure that an adequate level of security is being maintained; and 

· Monitoring contractor compliance will be the responsibility of the DOC Contracting Officer's Technical Representative (COTR), in coordination with the appropriate procurement and IT security officers, and the DOC system owner. 

 

H.12
What is the process by which applications or systems in other Government agencies are approved to process DOC data?

DOC requires that the system owner authorize all connections from the information system to other information systems outside of the accreditation boundary and monitors/controls the system interconnections on an ongoing basis.  Appropriate organizational officials approve information system interconnection agreements developed in accordance with NIST Special Publication 800-47, Security Guide for Interconnecting Information Technology Systems.
DOC requires the use of system interconnection and service level agreements to document the terms of use and also recommends use of the following process to ensure appropriate security measures:

· The DOC information system owner will communicate the impact level of the information type or of the system to the servicing agency. 

· Any and all servicing agency personnel who will have access to the sensitive DOC resources will be screened in accordance with the DOC Security Manual, Section II (Chapters 9 through 16).  Servicing agreements will specify that personnel will be screened and appropriate clearances granted before allowing access to DOC IT resources. 

· The DOC authorizing official for the system will request the servicing agency to provide documentation necessary for the IT Security Accreditation Package
.  Based on the information provided, the official may choose to accredit or not accredit the system for operation under certain specified conditions. 

· The servicing agreement will state clearly that the application or system has been certified and that the servicing organization achieved, and will maintain, a level of security commensurate with the impact level of the data being processed for the DOC. 

· The agreement will state that the application or system must be re-certified every three years or earlier if substantial modifications have been made to the application or system.  A copy of the re-certification will be provided to the DOC system owner. 

· The agreement will specify that the servicing organization will develop and maintain a contingency plan that covers DOC applications and data. 

 

SHAPE  \* MERGEFORMAT



Table H.1:  Commerce System Security Accreditation Package Documentation Requirements Checklist
	SAP Requirement
	Minimum Content to Satisfy Requirement
	Measure of Compliance and Adequacy of SAP

	
	
	Fully addressed in SAP
	Partially addressed in SAP
	Not addressed in SAP
	If partially or not addressed, POA&M has been established

	Section A.  System Security Plan (SSP)
	Is the SSP final and approved by the authorizing official
 (or their designated representative)?
	 
	 
	 
	 

	1.1   System Name/Title
	The SSP includes the System full name (spell out acronyms) and CIO system ID number
	 
	 
	 
	 

	1.2   Responsible Organization
	The SSP includes the Name/address/phone of responsible program office
	 
	 
	 
	 

	1.2.1   Information Contact(s)
	The SSP lists the Name/title/phone/address of the Authorizing Official (i.e., operating unit head or senior program official), the System Owner, the IT Security Officer, and vendor facility contact (if applicable)
	 
	 
	 
	 

	1.2.2   Assignment of Security Responsibility
	The SSP includes the Name/title/phone/address of the Information System Security Officer (ISSO), if applicable, or other official designated to have responsibility for security of the system.
	 
	 
	 
	 

	1.3   System Operational Status
	The SSP includes a statement whether the system is pre-operational or operational.  If the system is moving through development phases, the SSP includes a schedule for the system design, development, implementation, and operation/maintenance status phases.
	 
	 
	 
	 

	1.4   General Description/ Purpose
	· The SSP includes a succinct narrative describing what the system is, what it does, the population it serves, and how it fulfills the mission.

· The SSP includes a reference to all associated/related budget account codes used in Exhibits 300 and 53.
	 
	 
	 
	 

	1.5   System Environment
	The SSP includes a succinct narrative describing where the system is located (logically and physically) and what its components are.  The SSP narrative must address all of the following minimum requirements: 

· A detailed topology narrative and graphic that clearly depict the system boundaries, system interconnections, and KEY devices within it (Note:  this does not require depicting all workstations on every desktop, but must include all perimeter security devices, firewalls, routers, switches, file/print/application servers, and example workstations and networked print devices).

· A complete listing of all hardware and software (system software and application software) components, including make/OEM, model, version, and service packs.  Indicate if software is customized or COTS/GOTS.  Indicate if hardware and software are government-owned or contractor-provided.

· A discussion of the system physical location(s) -- whether in a DOC facility or a contractor facility, whether the system is supported/maintained by government or contract staff, and the nature of contract support (if applicable).
	 
	 
	 
	 

	1.6   System Interconnection/ Information Sharing
	The SSP includes a succinct discussion of its interconnectivity including where transmissions cross the system boundary (in/out) and listing who/what entity is authorized to come in.  The SSP must include a discussion of ALL such interconnections as defined below, including those to other systems not governed by this security plan (e.g., the Internet).

· Untrusted connections, including connections to the Internet, which require protective devices as a barrier to unauthorized system intrusion.  Indicate if the connection is/are government-to-government (G2G), government-to-business (G2B), or government-to-citizen (G2C), etc. and describe the controls to allow and restrict public access.  Include in this discussion a description of all perimeter security devices, such as routers and firewalls, and the role these devices play in protecting the system from the untrusted environment (e.g., describe a DMZ set up to protect a web server from malicious Internet traffic and to protect the internal network from the web server to which it is connected if the web server is compromised).

· Trusted connections that do not contain barrier protection devices such as firewalls – indicate if G2G, G2B, or G2C, etc., and discuss why the connection is trusted.  Reference here and include a full copy in the SSP all Memoranda of Understanding (MOU), Memoranda of Agreement (MOA), Service-Level Agreements (SLA) and System Interconnection Agreements for provision of IT security for this connectivity.
	 
	 
	 
	 

	1.7   Sensitivity of Information Handled
	The SSP includes a general statement regarding how the drivers for security of the system establish a convincing argument for the “risk of harm” if the system confidentiality, integrity, or availability are compromised.
	 
	 
	 
	 

	1.7.1  Laws, Regulations, and Policies Affecting the System 
	The SSP includes a list by reference of ALL applicable regulations, including public laws, federal requirements (e.g., OMB circulars), DOC policies and procedures, and operating-unit specific policies and procedures; or includes a Security Requirements Traceability Matrix table that lists the regulatory drivers for security features.
	 
	 
	 
	 

	1.7.2   General Description of Sensitivity
	The SSP includes a narrative or table describing the system’s information types and the security categorization of the information types and the system for confidentiality, integrity, and availability as high, moderate, or low impact.  The system owner must use security categorization criteria as defined in NIST FIPS 199, and criteria defined in NIST SP 800-60 to further define information types within the system and their associated impact levels.
	 
	 
	 
	 

	2
Management Controls

	2.1   Risk Assessment and Management 
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date (e.g., “OU02.5 – target complete by 12/31/200x).

· The SSP includes a succinct narrative of the operating unit-specific methodology that is required by section 3 of the IT Security Program Policy.

· The SSP states whether a system risk assessment was completed, states the date completed (or planned completion), and references the SSP section containing a copy of the assessment.

· The SSP states that the system will be formally re-assessed for risk upon major system modification or at least every 3 years (i.e., by completion date + 3 years), whichever date occurs first.
	 
	 
	 
	 

	2.2   Review of Security Controls 
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 6.3, is followed for reviews of security controls.

· The SSP addresses the self-assessment
 process/ procedures, including, at a minimum, the following elements:

· States whether system self-assessment reviews are performed in accordance with NIST SP 800-26 (or draft revised checklist mapped to SP 800-53) and includes a copy of the most recent self-assessment system checklist completed.

· The SSP references the SSP section containing a copy of the assessment states the date completed, and states that the system self-assessment is completed on an annual basis.

· The SSP addresses the security test and evaluation process/ procedures, including, at a minimum, the following elements:

· Describes how system testing is performed (may append a test plan/procedure to the SSP that addresses this element);

· Specifies the system components tested; 

· Specifies the frequency of testing; and

· Includes mention of third party contract services to provide this service, or includes written agreements with the DOC CIRT for this service.

· The SSP includes a statement that the system is subject to external audits by OIG and GAO as well as compliance reviews by DOC.  The SSP narrative includes the date(s) of most recent review(s) completed by each external party (or states that none have been performed).

· The SSP includes a copy of the last monthly update of detail corrective action plan of actions and milestones (POA&M) table for system that addresses audits/ reviews/self-assessment findings) for the system.
	 
	 
	 
	 

	2.3   Rules of Behavior 
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP states whether systems Rules of Behavior have been developed in accordance with section 4.5 of the DOC IT Security Program Policy.

· The SSP includes a complete copy of the Rules.
	 
	 
	 
	 

	2.4   Planning for Security in the Life Cycle
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion.

· The SSP includes a reference that the DOC IT Security Program Policy, section 5 (except for section 5.6) is followed for system and services acquisition controls.
	 
	 
	 
	 

	2.5  Authorize Processing (include copy of accreditation statement signed by the Authorizing Official)

 

2.5.1 Accreditation Documentation

 

2.5.2   Accreditation 
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 6, is followed for system certification and accreditation.

· The SSP states whether system certification was completed, provides the date completed, and references the Security Accreditation Package.

· The SSP states that the system will be re-certified and re-accredited upon major system modification (as determined by the Authorizing Official) or every 3 years (i.e., by completion + 3 years), whichever date occurs first.
	 
	 
	 
	 

	3
Operational Controls 

	3.MA.
Major Application – Operational Controls

	3.MA.1   Personnel Security
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 7, is followed for personnel security controls and includes a succinct narrative or listing of the controls in place to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.MA.2   Physical and Environmental Protection
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 8, is followed for physical and environmental controls and includes a succinct narrative or listing of the physical and environmental controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.MA.3   Production, Input/Output Controls
	The SSP describes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 13, is followed for media handling controls and provides a succinct narrative of the controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.MA.4   Contingency Planning
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 9, is followed for contingency planning controls and includes a succinct narrative of the contingency planning policy and procedures or references the Contingency Plan appended to the SSP used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.MA.5   Application Software Maintenance Controls
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, , section 10 and section 11 are followed for configuration management and maintenance controls, and provides a succinct narrative of the controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.MA.6   Data Integrity/ Validation Controls
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 12, is followed for system and information integrity controls and provides a succinct narrative of the data integrity and validation controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.MA.7    Documentation
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 5.6, is followed for system documentation and discusses the system documentation controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.MA.8   Security Awareness and Training
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 15, is followed for security awareness, training, and education policy and provides a succinct narrative of the security awareness, training, and education policy and procedures specific to this application used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.GSS
General Support System – Operational Controls

	3.GSS.1   

Personnel Controls
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 7, is followed for personnel security controls, and provides a succinct narrative of the controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.GSS.2   Physical and Environmental Protection
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 8, is followed for physical and environmental controls and includes a succinct narrative or listing of the physical and environmental controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.GSS.3 Production, Input/Output Controls
	The SSP describes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 13, is followed for media handling controls and provides a succinct narrative of the controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.GSS.4   Contingency Planning (Continuity of Support) 
	The SSP includes the following minimum elements and the operating unit-/system-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 9, is followed for contingency planning controls and includes a succinct narrative of the contingency planning policy and procedures or references the Contingency Plan appended to the SSP used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.GSS.5   Hardware and System Software Maintenance Controls
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 10 and section 11 are followed for configuration and maintenance controls and provides a succinct narrative of the controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.GSS.6   Integrity Controls
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 12, is followed for system and information integrity controls and provides a succinct narrative of the data integrity and validation controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.GSS.7 Documentation
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 5.6, is followed for system documentation and discusses the controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.GSS.8 Security Awareness and Training
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 15, is followed for security awareness, training, and education policy and provides a succinct narrative of the security awareness, training, and education policy and procedures specific to this system used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	3.GSS.9 Incident Response Capability
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 14, is followed for incident response capability policy and procedures and provides a succinct narrative of the incident response policy and procedures used to satisfy the control baseline dictated by the system’s impact level
.  Include a copy of the incident response plan.
	 
	 
	 
	 

	4
Technical Controls

	4.MA
Major Application Technical Controls

	4.MA.1 Identification and Authentication

 
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes references that the DOC IT Security Program Policy, section 16, is followed for user identification and authentication controls and that the DOC standard for Password Management is followed (see Appendix G); and provides a succinct narrative of the policy and procedures for identification and authentication of users to this application used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	4.MA.2   Logical Access Controls (Authorization/Access Controls)
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion.

· The SSP includes references that the DOC IT Security Program Policy, section 17, is followed for logical access controls and that the DOC Remote Access Security Standard is followed (see Appendix D); and provides a succinct narrative of the policy and procedures for logical access controls used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	4.MA.3   Public Access Controls
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion.

· The SSP states whether or not public access is permitted.  All statements must be consistent with the narrative provided for section 6.4 of this policy.  If permitted, provide a succinct narrative of the policy and procedures for public access to this system.  Describe the controls that allow and restrict public access used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	4.MA.4   Audit Trails
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion.

· The SSP includes a reference that the DOC IT Security Program Policy, section 18, is followed for audit trail policy, procedure, and controls and provides a succinct narrative of the policy and procedures for audit trails used to satisfy the control baseline dictated by the system’s impact level
.

	 
	 
	 
	 

	4.GSS
General Support System Technical Controls

	4.GSS.1 Identification and Authentication
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes references that the DOC IT Security Program Policy, section 16, is followed for user identification and authentication controls and that the DOC standard for Password Management is followed (see Appendix G); and provides a succinct narrative of the policy and procedures for identification and authentication of users to this system used to satisfy the control baseline dictated by the system’s impact level
.
	 
	 
	 
	 

	4.GSS.2 Logical Access Controls (Authorization/ Access Controls)
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes references that the DOC IT Security Program Policy, section 17, is followed for logical access controls and that the DOC Remote Access Security Standard is followed (see Appendix D); and provides a succinct narrative of the policy and procedures for controls used to satisfy the control baseline dictated by the system’s impact level.
	 
	 
	 
	 

	4.GSS.3
Audit Trails
	The SSP describes the following minimum elements and the operating unit-specific methodology/procedures used where applicable:

· The SSP states whether the control is in place or planned.  If planned, the SSP includes reference to the POA&M action number and states the target completion date.

· The SSP includes a reference that the DOC IT Security Program Policy, section 18, is followed for audit trail policy, procedure, and controls; and provides a succinct narrative of the policy and procedures for audit trails used to satisfy the control baseline dictated the system’s impact level.
	 
	 
	 
	 

	B:  SAR
	The SAP includes a Security Assessment Report signed by the certification agent that complies with DOC IT Security Program Policy, section 6.5.2.).
	 
	 
	 
	 

	C:  POA&M
	The SAP includes a Plan of Actions & Milestones (POA&M) that addresses all planned security controls and all vulnerabilities identified in the certification effort to be mitigated.
	 
	 
	 
	 

	D:  CDP
	The Certification Documentation Package is complete (i.e., “yes” to all the following elements)
	 
	 
	 
	 

	1.  CWP
	The Certification Work Plan (CWP) complies with the criteria in the DOC IT Security Program Policy, section 6.5.2.
	 
	 
	 
	 

	2.  CTP
	The Certification Test Plan (CTP) complies with the criteria in the DOC IT Security Program Policy, section 6.5.2.
	 
	 
	 
	 

	3.   CTR
	The Certification Test Results (CTR) comply with the criteria in the DOC IT Security Program Policy, section 6.5.2.
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Appendix I:  Peer-to-Peer File Sharing

[This Appendix supersedes the Commerce IT Security Policy on Peer-to-Peer File Sharing, v1, issued May 21, 2004.]

 

I.1
What is Peer-to-Peer technology?
Peer-to-peer (P2P) technology refers to any software or system that allows individual users of the Internet to connect (directly, through the Internet) to each other so as to transfer or exchange computer files. The definition used by the Federal Enterprise Architecture is that P2P technology is a class of applications that operates outside the Internet Domain Name Service (DNS) system, that has significant or total autonomy from central servers, and that takes advantage of resources available on the Internet. 

I.2
What is the Commerce policy regarding P2P technology?
Federal computer systems or networks (including those operated by contractors on behalf of Commerce) must not be used for the downloading of illegal and/or unauthorized copyrighted content in accordance with Office of Management and Budget Memorandum 04-26, Personal Use Policies and File Sharing Technology.  Commerce prohibits unauthorized P2P file sharing technology from use on Commerce IT systems unless it has been explicitly authorized in writing by an operating unit CIO in support of an official Commerce IT application.  A copy of each such authorization shall be sent to the Commerce CIO.  In implementing this policy, CIOs must give special attention to ensuring that public P2P technology is not being used to support sharing of computer files that contain music, digital film, TV shows or other information such that copying of the files may infringe on any copyrights or other associated intellectual property restrictions.  For the purposes of this policy, collaborative research and computing technologies such as Grid computing (e.g., Globus) are specifically excluded from the definition of P2P technology; as long as the content of internode communication remains free of copyrighted material.

I.3
Why is the Department of Commerce concerned about P2P technology?
P2P file sharing technology provides Internet users with the potential to share local files with a potentially unlimited number of other Internet users.  As a result, the usage of P2P software may allow for sensitive government data or employee personal information to be leaked from government computer systems.  Further, P2P may provide a vector for malicious code to be introduced into an agency’s enterprise environment.  P2P file-sharing represents a significant information disclosure risk to Federal agencies that allow peer-to-peer file-sharing on their networks by their employees or contractors.  P2P applications allow computer users to directly access files from one another’s hard drive and accidentally share personal files or sensitive data.  P2P programs have been found to allow easier access to government computer systems for theft of sensitive documents and use of government resources, due to unauthorized installation and use of this software on government systems.

The most popular P2P software is free and open source and common P2P uses include song and movie file sharing, gaming, and instant messaging.  P2P technology, when misused, can lead to possible copyright infringement or the appearance of copyright infringement by employees. It may even appear that an entire organization is culpable, unless special attention has been given by the organization to preventing such actions.  The use of public P2P technology is potentially much worse than a user simply downloading files from a system somewhere on the Internet.  Users of P2P technology may (even unknowingly or unintentionally) be supporting file sharing by others due to the capabilities of the downloaded public P2P software.

There are significant additional IT security risks associated with public P2P technology, as noted below.  These concerns are in addition to loss of employee productivity by downloading and listening to or watching the content of such files and the use of Government network and computing resources while doing so.  The use of this software creates vulnerabilities, which can be exploited by providing a means of introducing malicious code and other illegal material.  The software can allow inadvertent sharing of files by vulnerabilities due to mis-configured P2P software.  Also, the use of P2P can result in network intrusions and the theft of sensitive data.  

The Department of Justice told the Federal CIO Council that “such systems are highly decentralized and are designed to facilitate connections between persons who are looking for certain types of files.  The vast majority of files that are traded on P2P networks are copyrighted music files.”  The use of publicly available P2P software for purposes such as this is referred to as “public” P2P technology.

In addition, the Department of Justice informed us that many of the software packages downloaded by users to support their involvement in sharing files using public P2P technology can also be set up to make files on a user’s computer accessible to large numbers of people on the Internet.  Some of these files, if they have been copied from other users’ systems on the Internet using P2P technology, may represent copyright infringement or the appearance of copyright infringement.  Making them available on a Commerce computer for copying by users on the Internet may also result in copyright infringement.  In addition, people who use P2P technology not only may be sharing music and other files illegitimately over the Internet but also inadvertently sharing the entire contents of the hard drive on their computer, which can lead to:  

· Increased vulnerability to social engineering attacks: Were a Federal employee to share their folder or drive, the information gathered could be used by an attacker to later social engineer that employee and/or other employees within that organization

· Loss of control over data that is shared outside of the organization: Traditionally P2P file-sharing applications required users to specify whether they will share local folders or not.  Older versions of P2P file-sharing applications search a user’s hard drive and share the entire directory and subsequent sub-directories regardless of whether the user wants to share those files or not.  Upgrading to a newer version of the same P2P application does not eliminate the risk, as the same directories are exposed.

· Additional exposure to software flaws:  Users who download P2P file-sharing files have no means to verify the validity of the files they download.  The files downloaded may consist of pirated software, games, or pornography, which might have been reverse-engineered or packaged with viruses, Trojans, or other malicious code.  For example:

· W32.HLLW.Sanker is a worm spread through the Kazaa file-sharing network [Symantec, January 2004].

· W32.HLLW.Kefy is an encrypted worm that attempts to spread itself through Kazaa, Kazaa Lite, KMD, Morpheus, eDonkey2000, Limewire, Bearshare, iMesh, Overnet, Applejuice, Gnucleus, Grokster, Gnotella, Shareaza, Neomodus, Rapigator, WinMX, and Swapnut file-sharing networks, as well as ICQ [Symantec, April 2003].

· W32.Spybot.Worm is a detection for a family of worms that spreads using KaZaA file sharing and mIRC. This worm can also spread to computers that are infected with common back door Trojan horses and network shares that make use of weak passwords [Symantec, March 2005].

· Denial of service: The P2P file-sharing applications might be incompatible with the software or hardware used on the network which could impact the government computer.

· Increase in bandwidth problems: Increased inbound traffic will result when employees using P2P file-sharing applications download files. Likewise, increased outbound traffic will result when P2P file sharing users attempt to download files from the government computers.

· Legal ramifications: With P2P file-sharing applications employees might unknowingly download various types of potentially harmful files, such as copyrighted material, child pornography, etc. Pictures or videos involving child pornography are a violation of Title 18 U.S.C. § 2256. Pirated movies are a violation of the Digital Millennium Copyright Act (DMCA) and the No Electronic Theft Act (NET Act). Downloading music (i.e., MP3s) could result in a lawsuit from the Recording Industry of America (RIAA).

I.4 
What are the Commerce restrictions on the use of Peer-to-Peer (P2P) File Sharing?

System owners must maintain secure system configurations that prevent introduction of unauthorized P2P software on Commerce computers.

· Ensure that system owners uninstall unauthorized P2P software and that they implement adequate controls to prevent it from being installed and used on Commerce computers, including use of administrative and technical means to:

· When possible, restrict end-users from installing or running unauthorized software, either via 3rd party software or by reducing the privileges of end-users thereby inhibiting them from making any system modifications.  This control concept can be supported by the use of automated software patching tools and centralized oversight of large numbers of computers in an automated manner, while maintaining tight configuration control over all computers.

· Evaluate and implement cost-effective mechanisms to monitor and detect unauthorized P2P activity within Commerce networks. 

· Provide training regarding the appropriate use of P2P file sharing that communicates P2P awareness information to internal network users and to remote users (such as teleworkers and researchers processing and storing Commerce data on personally-owned computers).

· As required by FISMA, consider P2P risks when completing system risk assessment
s, in developing IT system security plans, and authorizing systems for operation.

· Establish or update personal use policies to be consistent with Chief Information Officers Council Recommended Guidance.

· Operating unit CIOs shall be especially careful that any of the following public online file-sharing services, or similar services, designed to facilitate the sharing of computer files (including music, digital film, and TV shows) are not used on any Commerce IT system in such a way as to potentially infringe on copyrighted material:

1stWorks, AudioFind, BadBlue, BearShare, Blubster, CareScience, Clip2, DirectConnect, FastTrack, Fatbubble, File Rogue, Filetopia, FreeWire, Frontcode Technologies, FurthurNet, Gnotella, Gnutella, Grokster, Harmonic Invention Software, Hotline Connect, iMesh, Ionize, Jibe, Jungle Monkey, KaZaA, LimeWire, MangoSoft, Morpheus, Myster, NextPage, Inc., Ogg Vorbis, Ohaha, OnSystems, OpenNap, Pointera, Radio Userland, Rapigator, Shareaza, Softwax, Songbird, SongSpy, Spinfrenzy.com, Splooge, Streamcast, Swaptor, Thinkstream, Toadnode.com, LLC, Tripnosis, Inc., Vitaminic, WebDAV.
· Block known P2P application ports at the network perimeter.  Cisco access-lists and enterprise firewall rules can help enforce this policy.  For example:

P2P Application
Port

Bittorrent
default 6881-6889 TCP/UDP

Edonkey
fully configurable default 4662/TCP, 5737/UDP

Gnutella
default 6346/6347 TCP/UDP

Morpheus
default 6346/6347 TCP/UDP

Kazaa
default 1214 TCP/UDP

EMule
fully configurable default 4662/TCP 4672/UDP

WinMx
fully configurable default 6699/TCP 6257/UDP

Limewire
default 6346/6347 TCP/UDP

Napster
client default 6699 TCP alternate 6600-6699 TCP

BearShare
default 6346 TCP/UDP

· Operating units that have existing Cisco elements deployed can include Network Based Application Recognition (NBAR) parameters within the router configuration. 
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System Life Cycle: Tasks, Roles, and Responsibilities






















































































































































































� The Department of Commerce defines a weakness as: all findings from external audits, reviews, or evaluations (e.g. GAO, OIG, or DOC compliance review reports); significant vulnerabilities found in periodic testing or arising from IT security incidents that the system owner or Authorizing Official deems necessary to report; and deficiencies found in self-assessments where a critical system element is below a Level 4 or an IT security program is below a Level 3.


� Corrective actions include: all recommendations from external audits, reviews, or evaluations (e.g. GAO, OIG, or DOC compliance review reports); actions to mitigate significant vulnerabilities found in periodic testing that the system owner or Authorizing Official deems necessary to report; and actions to correct deficiencies found in self-assessments and bring a critical system element to a Level 4 or higher or a program to a Level 3 or higher.


� As defined in NIST Special Publication 800-26, Level 4 for both IT systems and IT security programs reflects that procedures and controls have been tested and reviewed.  The NIST guide explains that “testing and reviewing controls are an essential part of securing a system for each specific control,” and that users are to check whether it has been tested and/or reviewed when a significant change occurred.  Within Commerce, testing of all management, operational, and technical controls is required for system certification and accreditation.  If a system has not achieved a Level 4, the system owner would have difficulty proving the system is sufficiently secure and requesting authorization to operate from the AO.    Commerce IT Security Program Policy and Minimum Implementation Standards, requires that both systems and programs are required to be assessed annually.


� The five levels on the system self-assessment checklist (Appendix A of NIST Special Publication 800-26) are closely tied to the five levels of the IT Security Assessment Framework (Appendix C of NIST Special Publication 800-26).  The IT Security program maturity levels have different criteria than the criteria for determining system control maturity.


� For the purposes of program self-assessments, Commerce defines a program as a high impact program (such as the IT security program for a Commerce operating unit); a program management division dedicated to the security of a major information system (as defined by OMB Circular A-11) or other or logically related group of systems (referred to by the NIST IT Security Assessment Framework as an asset).  The asset owner, in partnership with those responsible for administering the information assets (which include IT systems), must determine whether the measurement criteria are being met at each maturity Level.


� The Department of Commerce defines a reportable weakness as: all findings from external audits, reviews, or evaluations (e.g. GAO, OIG, or DOC compliance review reports); significant vulnerabilities found in periodic testing or arising from IT security incidents that the system owner or Designated Approving Authority deems necessary to report; and deficiencies found in self-assessments where a critical system element is below a Level 4 or an IT security program is below a Level 3.


� Corrective actions include: all recommendations from external audits, reviews, or evaluations (e.g. GAO, OIG, or DOC compliance review reports); actions to mitigate significant vulnerabilities found in periodic testing that the system owner or Authorizing Official deems necessary to report; and actions to correct deficiencies found in self-assessments and bring a critical system element to a Level 4 or higher or a program to a Level 3 or higher.





